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Abstract. We consider a generic configuration of regions, consisting of a
collection of distinct compact regions {Ωi} in R

n+1 which may be either regions
with smooth boundaries disjoint from the others or regions which meet on
their piecewise smooth boundaries Bi in a generic way. We introduce a skeletal
linking structure for the collection of regions which simultaneously captures the
regions’ individual shapes and geometric properties as well as the “positional
geometry” of the collection. The linking structure extends in a minimal way
the individual “skeletal structures” on each of the regions. This allows us to
significantly extend the mathematical methods introduced for single regions
to the configuration of regions.

We prove for a generic configuration of regions the existence of a special
type of Blum linking structure which builds upon the Blum medial axes of the
individual regions. As part of this, we introduce the “spherical axis”, which
is the analogue of the medial axis but for directions. These results require
proving several transversality theorems for certain associated “multi-distance”
and “height-distance” functions for such configurations. We show that by
relaxing the conditions on the Blum linking structures we obtain the more
general class of skeletal linking structures which still capture the geometric
properties.

The skeletal linking structure is used to analyze the “positional geometry”
of the configuration. This involves using the “linking flow” to identify neigh-
borhoods of the configuration regions which capture their positional relations.
As well as yielding geometric invariants which capture the shapes and geome-
try of individual regions, these structures are used to define invariants which
measure positional properties of the configuration such as: measures of rela-
tive closeness of neighboring regions and relative significance of the individual
regions for the configuration.

All of these invariants are computed by formulas involving “skeletal linking
integrals” on the internal skeletal structures of the regions. These invariants
are then used to construct a “tiered linking graph”, which for given thresholds
of closeness and/or significance, identifies subconfigurations and provides a
hierarchical ordering in terms of order of significance.
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1. Introduction

We consider a collection of distinct compact regions {Ωi} in R
n+1 with piecewise

smooth generic boundaries Bi, where we allow the boundaries of the regions to meet
in generic ways (see Figure 2). For example, in 2D and 3D medical images, we
encounter collections of objects which might be organs, glands, arteries, bones, etc.
Researchers have already begun to recognize the importance of using the relative
positions of objects in medical images to aid in analyzing physical features for
diagnosis and treatment (see especially the work of Stephen Pizer and coworkers
in MIDAG at UNC for both time series of a single patient and for populations of
patients [CP], [LPJ], [GSJ], [JSM], [JPR], and [Jg]) and other approaches such as
by e.g. Pohl et al [PFL].

These physical configurations in images can be modeled by such a configuration
of regions (see Figure 1). Now, the geometric properties of the configuration are
determined by both the shapes of the individual regions and the positions of the re-
gions in the overall configuration. The “shapes”of the regions capture both the local
and global geometry as well as the topology of the regions. The overall “positional
geometry”of the configuration involves such information as: the measure of relative
closeness of portions of regions, characterization of “neighboring regions”, and the
“relative significance”of an individual region within the configuration. Such prop-
erties are not captured by single numerical values such as the Gromov-Hausdorff
distance between such configurations nor by invariants that would be appropriate
for a collection of points.

(a) (b)

Figure 1. Examples of 3-dimensional medical images (obtained
by MIDAG at UNC Chapel Hill) of a collection of physiological
objects which can be modeled by a multi-region configuration. a)
Prostate, bladder and rectum in pelvic region and b) mandible,
masseter muscle, and parotid gland in throat region.

The goal of this paper is to introduce for such configurations “medial and skeletal
linking structures”, which allow us to simultaneously capture shape properties of
the individual objects and their “positional geometry”.

Such structures build on earlier work in which the first author developed the
notion of a “skeletal structure”for a single compact region Ω with smooth boundary
B [D1]. It consists of a pair (M,U), where the “skeletal set”M is a Whitney
stratified set in the region and U is a multivalued “radial vector field”defined on
M . Skeletal structures generalize the notion of the Blum medial axis of a region
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Figure 2. Multi-region configuration in R
2.

with smooth boundary [BN] (also called the “central set”, see [Y]), which is the
locus of centers of spheres in Ω tangent to B at two or more points (or having a single
degenerate tangency). The Blum medial axis is a special type of skeletal structure
(with U consisting of the vectors from points of M to the points of tangency).

The Blum medial axis M captures the shape of a region. It has several alternate
descriptions as the shock set of the “grassfire/eikonal flow”from the boundary as in
Kimia-Tannenbaum-Zucker [KTZ] and as the Maxwell set of the family of “distance
to the boundary functions”, see Mather [M2]. These multiple descriptions have
allowed for the classification of the local structure of M for regions with generic
boundaries B [Y], [M2], [Gb], [GK]. In addition, these have led to several different
methods for computing the medial axis using properties of the grassfire/eikonal flow
[BSTZ], [DDS] and Voronoi methods (see [PS] for a survey of these methods) and
a recent method using B-spline representations to directly evolve the medial axis
[MCD].

The skeletal structure relaxes several of the conditions in the Blum case, and
allows more flexibility in applying skeletal structures to model objects including:
using skeletal structures as deformable templates for modeling objects [P], over-
coming the lack of C1-stability of the Blum medial axis, allowing alternate models
based on a region being swept out by a family of hyperplanes, [D7] and the related
[GK2], and providing discrete models to which statistical analysis can be applied
[P2], [PJG]. This has enhanced their usefulness for modeling and computer imaging
questions for medicine and biology (see e.g. [PS] for a survey of results).

Furthermore, the structure enables both the local, relative, and global geometric
properties of the region and its boundary to be computed from the “medial geome-
try”of the radial vector field on the skeletal structure [D2], [D3], [D4]. This includes
conditions ensuring the nonsingularity of a “radial flow”from the skeletal set to the
boundary. This allows the region to be fibered with the level sets of the flow and
implies the smoothness of the boundary [D1, Thm 2.5]. As the Blum medial axis is
a special type of skeletal structure these results also apply to it, and to the related
“symmetry-set”[BGG].
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In this paper, we introduce the “medial and skeletal linking structures” which
build upon individual skeletal structures of the regions in a minimal way, but still
enable us to analyze the positional geometry of the configuration along with the
shapes of the individual regions. The added structure consists of a multivalued
“linking function”ℓi defined on the skeletal set Mi for each region Ωi and a re-
finement of the Whitney stratification of Mi on which it is stratawise smooth.
The linking functions ℓi together with the radial vector fields Ui yield multivalued
“linking vector fields”Li, which satisfy certain linking conditions. Even though the
structures are defined on the skeletal sets within the regions, the linking vector
fields allow us to capture geometric properties of the external region as well. In
addition, we identify the regions which are unlinked and classify their local generic
structure by introducing the spherical axis which is the analog of the Blum medial
axis but for the family of height functions on the region boundaries.

The paper is divided into four parts. In Part I, we define and give the basic
properties of medial/skeletal linking structures and state two theorems assuring
the existence of a skeletal linking structure for generic configurations. First, for
a general generic multi-region configuration with singular shared boundaries, we
establish the existence of a generic “full Blum linking structure”for the configuration
(Theorem 4.18). In the special case where all of the regions are disjoint with smooth
generic boundaries, this yields a “Blum medial linking structure”(Theorem 4.17).
This special case for disjoint regions was obtained in the thesis of the second author
[Ga]. Then, in the case of a generic configuration with singular boundaries, the
Blum structure now contains the singular points of the boundaries in its closure
and we give an “edge-corner normal form”near such singular points. This requires
providing an addendum (Theorem 4.5) to the result of Mather [M2] for a single
region, where we now allow a singular boundary. In Section 5 we explain how to
modify the resulting Blum structure to obtain a skeletal linking structure.

In Part II, we use the linking structure to determine properties of the “posi-
tional geometry”of the configuration. We introduce and compute several invariants
of the positional geometry, and deduce properties of these invariants. These use
the linking flow (which extends the radial flow into the external region) and allows
the determination of the linking neighborhoods between regions. The nonsingular-
ity of the linking flow will follow from linking curvature conditions on the linking
functions, having a form analogous to those given in [D1, Thm 2.5] for the radial
flow.

This allows us to introduce invariants which include measures of relative closeness
and positional significance of the individual regions for the configuration. These
are given in terms of volumetric measurements on the regions themselves and on
associated regions defined by the linking flow. The measure of significance allows
us to identify the central regions as well as outliers from among the regions. We
prove that using the linking structure, we can compute these volumetric invariants
(which involve regions outside the configuration) as “skeletal linking integrals”on
the internal skeletal sets. These invariants are then used to construct a “tiered
linking graph”. When given thresholds of closeness and significance are applied
to this graph, they yield subgraph(s) identifying subconfigurations and provide a
hierarchical ordering of the regions. The skeletal linking structure also allows for
the comparison and statistical analysis of collections of objects in R

n+1, extending
the analyses given in earlier work for single regions.
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In Parts III and IV, we prove the existence and derive the generic properties
of the (full) Blum linking structure. The properties of the Blum structure result
from generic properties of several associated “multi-functions”which include “multi-
distance functions”and “height-distance functions”. Because these latter functions
are examples of divergent diagrams of functions, the usual theorems of singularity
theory do not apply (see e.g. [DF]). Nonetheless, in Part III we prove a multi-
transversality theorem (Theorem 13.2) which applies to the multi-functions relative
to a “partial multijet space”. This yields the generic properties for the Blum linking
structures for an open dense set of the space of embeddings of configurations of each
given type. This transversality theorem extends earlier transversality theorems for
families of functions due to Looijenga [L] and Wall [Wa] and is based on a “hybrid
transversality theorem”(Theorem 16.5) using results from [D5].

In Part IV we construct the families of perturbations needed for applying the
transversality theorems. We then carry out the necessary derivative computations
needed to prove the applicability of the transversality theorems to the space of
embeddings of a configuration. This allows us to deduce for an open dense set of
mappings the existence of the Blum linking structures with their generic properties.

The authors would like to thank Stephen Pizer for sharing with us his early work
with his coworkers on medical imaging involving multiple objects in medical images.
This led us to seek a completely mathematical approach to these problems. We
also are very grateful to the several referees for their careful reading and multiple
suggestions for improving the exposition in the paper, and to the editor Alejandro
Adem for his considerable help in moving the process forward. Hopefully the final
version reflects all of this.

Overview of the Genericity and Transversality Results.
To establish the results of this paper for the generic properties of the geometric

structures, we will carry out extensions of earlier work of Mather [M2], Looijenga
[L], and Wall [Wa]. We indicate exactly the form that these extensions will ulti-
mately take.

First, in the Blum case, rather than consider the disjoint Blum medial axes for
different regions, we consider the “generic linking properties” for the distinct re-
gions. This forces us to consider the interplay between the stratifications on the
boundaries that arise from the individual Blum medial axes and the stratification
resulting from the family of height functions. These interactions result from having
two distance functions or a distance function and a height function at the same
point. This problem already arises in the case of distinct regions with smooth
boundaries as the linking occurs via the complementary region. To handle this
situation we introduce transversality theorems for multi-functions, which will yield
the generic interplay between the stratifications. These “hybrid transversality the-
orems” allow us to prove transversality for the multijets of such multi-functions
relative to partial jet spaces, which are subbundles of jet bundles. We apply these
theorems in the context of continuous mappings from Baire spaces of embeddings of
configurations to the spaces of parametrized families of functions. These theorems
extend earlier relative and absolute transversality theorems in [D5].

Second, Mather’s results for the Blum medial axis concentrated on the local
structure of the Blum medial axis by using a multi-germ versality theorem. This
by itself does not imply anything about the corresponding properties of points on
the boundaries corresponding to the medial axis points. Several partial results
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were obtained by Porteous [Po] and Bruce-Giblin-Tari [BGT] from the point of
view of the geometry of the boundary as a surface. We address this by establishing
a general result for the resulting stratifications of the boundary by the “generic
linking type” of the points. We also apply the transversality theorem of Wall for
the family of height functions and our extension for “height-distance” functions to
give the generic properties of the “spherical axis”, the resulting properties of the
stratification of the unlinked region, and its relation with the Blum stratifications
on the boundaries.

Third, one of the principal extensions is to collections of regions allowing bound-
aries and corners where the regions may share portions of their boundaries allowing
specific generic local forms. The methods we develop allow us to include these non-
smooth features in our analysis. For the global theory we prove special versions
of the transversality theorem to overcome the problem on stratified sets in sev-
eral ways. This depends upon replacing the Seeley extension theorem [Se] used by
Mather with a more general extension theorem due to Bierstone [Bi]. This then
extends traditional transversality theorems so they can apply to this situation. One
consequence is to provide an addendum to Mather’s theorem on the local generic
form of the Blum medial axis for a region with generic smooth boundary to the
case where the region has a generic boundary with corners.

Fourth, genericity proved from the multi-transversality theorems only yields the
results for a residual set of mappings of configurations. By contrast, Mather [M2]
asserts that the generic set of embeddings for the Blum medial structure form an
open set, although he does not prove it in his paper. We give a treatment in our
general case to prove that the set of smooth embeddings of configurations which
exhibit the generic linking properties forms an open set in the space of smooth
embeddings (and hence smooth mappings). We do so by relating the versality of
the distance and height functions with the infinitesimal stability of associated map-
pings, and then applying Mather’s general theorem “infinitesimal stability implies
stability”[M5].

CONTENTS
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2. Multi-Region Configurations in R
n+1

Local Models for Regions at Singular Points on Boundary. We begin by
defining what exactly we mean by a “multi-region configuration”. First, we consider
compact connected n+1- dimensional regions Ω ⊂ R

n+1 which are smooth manifolds
with boundaries and corners, with boundaries denoted by B. We recall that Ω is
a manifold with boundaries and corners if each point x ∈ B has a neighborhood
U ⊂ Ω diffeomorphic, with x 7→ 0, to an open subset of Ck = R

k
+×R

n+1−k, for some

0 ≤ k ≤ n. We refer to such x as a k-edge-corner point. Here R
k
+ = {(x1, . . . , xk) ∈

R : xi ≥ 0}. Then B is stratified by the strata consisting of k-edge-corner points
x ∈ B. Those strata of dimension n will be referred to as the open (or regular)
strata of the boundary.

Second, we require that the regions satisfy the boundary intersection condition: if
two such regions intersect, they do so only on their boundaries; and their common
intersection is a union of strata (defined above). Third, the regions satisfy the
boundary edge condition: if a point x is contained in more than one region then
the union of the boundaries of the regions containing x is locally diffeomorphic in
a neighborhood of x to one of the following regions Pk or Qk in R

n+1 for k =
1, . . . n+ 1.

For y = (y1, . . . , yk+1) ∈ R
k+1, we let gk+1(y) =

∑k+1
i=1 yi. Then, we may identify

R
n+1 with Lk × R

n+1−k where Lk = {y ∈ R
k+1 : gk+1(y) = 0}. We then define

i) Pk = Yk × R
n+1−k, where

Yk = {y ∈ Lk : for some i 6= j, yi = yj ≤ yℓ for ℓ 6= i, j}

and for 1 ≤ k ≤ n,
ii) Qk = Zn+1 ∪ (Hn+1 ∩ Pk),

where for (y, x) ∈ Lk × R
n+1−k with x = (xk+1, . . . , xn+1) ∈ R

n−k+1, Zn+1 is the
hyperplane defined by xn+1 = 0, and Hn+1 is the half-space defined by xn+1 ≥ 0.

The local forms for R
3 consist of a smooth surface together with those shown in

Figure 3.

(a) (b) (c) (d)

Figure 3. Generic local forms for intersecting regions in R
3: a)

P2; b) P3; c) Q1; and d) Q2.

We note that P1 denotes a smooth boundary region of each of two regions, so
a point of the common boundary region will be in the closure of the open strata
unless it is a point where more than two regions (including the exterior) meet. For
k > 1, a Pk-point of a region Ωi will be a singular point of the boundary, and hence
lies in the singular set of Bi.

By contrast, there are two possibilities for Qk-points. First, a region may have
for its boundary the hypersurface Zn+1 in the local model at a Qk-point. We refer
to the point as a smooth Qk-point. Second, the boundary in the local model at a
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Qk-point may be formed from both part of Zn+1 and a face from Pk in the local
model. The Qk-point will be a singular point of its boundary, and we refer to it as
a singular Qk-point. For a region Ωi, the set of smooth Qk-points for all k defines
a compact Whitney stratified set ΣQ i. This locally consists of the intersection
of Zn+1 with the other faces. It is contained in the set of smooth points of the
boundary Bi. We let ΣQ = ∪iΣQi.

Remark 2.1. For the local configurations in a) and b) in Figure 3, one of the
complementary regions may denote the external complement of the union of re-
gions. For c) and d), only one of the regions to the right of the plane may be a
complementary external region. Physically such local configurations of type a) or
b) arise when regions with flexible boundaries have physical contact. This includes
the singularities in soap bubbles. For c) and d), the region to the left of the plane
would represent a rigid region with which one or more flexible regions have contact.

Definition 2.2. A multi-region configuration consists of a collection of compact
(n + 1)-dimensional regions Ωi ⊂ R

n+1, i = 1, . . . ,m, which have smooth bound-
aries with corners, with boundaries denoted by Bi, and satisfying the boundary
intersection condition and the boundary edge condition.

For a given configuration of regions Ω = {Ωi}mi=1, the union ∪mi=1Ωi has a Whit-
ney stratification consisting of the interiors of the Ωi together with the strata of
the boundaries of the Ωi formed from the k-edge-corner points for each given k,
and their complement consisting of smooth points of each boundary (for detailed
treatments of Whitney stratifications and their properties see e.g. [Wh], [M1], [M3],
or [GLDW]). Also, we let Ω0 denote the closure of the complement R

n+1\ ∪mi=1 Ωi.

The Space of Equivalent Configurations via Mappings of a Model. In
order to consider generic configurations, we describe how we will deform such a
configuration of regions preserving the form of the intersections via mappings of the
configuration. Let ∆ be a configuration of multi-regions {∆i} (in R

n+1) satisfying
Definition 2.2.

Definition 2.3. A multi-region configuration Ω based on model configuration ∆ is
given by a smooth embedding Φ : ∆ → R

n+1 which restricts to diffeomorphisms
∆i ≃ Ωi for each i. Multi-region configurations with model configuration ∆ will
be said to be configurations of the same type as Ω.

The space of configurations of type ∆ is given by the space of embeddings
Emb (∆,Rn+1) with the C∞-topology.

For such a configuration, we let the boundary of ∆i be denoted by Xi and then
Bi = Φ(Xi) is the boundary of Ωi. Even though the configuration varies with Φ
we still use the notation Ω for the resulting (varying) image configuration (with a
specific Φ understood). We have the stratification of ∆ as described above and by
applying Φ we obtain a corresponding stratification of Ω.

We note that the union of the regions can be viewed as a manifold with bound-
aries and corners except edges and corners are inward pointing. Nonetheless, we
shall see that the basic properties that are used for mappings on manifolds with
boundaries and corners will still be valid.

Definition 2.4. The regions ∆i and ∆j are adjoining regions if Xi ∩ Xj 6= ∅.
If Xi\ ∪j 6=i Xj 6= ∅, we say ∆i adjoins the complement. These then have the
corresponding meanings for the image regions Ωi, Ωj and Ω0.
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Figure 4. A multi-region configuration in R
2. The stratification

consists of the interiors of the regions, the open boundary curves,
excluding branch points which are either of type P2 or Q1.

Remark 2.5. In the special case of a configuration consisting of disjoint regions
with smooth boundaries, each region is thus only adjoined to the complement.
Then, we shall see that the geometric relations between the regions will be captured
only via linking behavior in the external region.

As all of the ∆i are compact, Φ(∆) is compact and hence bounded. However,
we introduce a stronger notion of being bounded. If we are given an ambient region
Ω̃ so that Ωi ⊂ int (Ω̃) for each i, then we say that Ω is a configuration bounded

by Ω̃. Then we may either consider bounded configurations given by an embedding
Φ̃ : ∆̃ → R

n+1, with Φ̃(∆̃) denoting Ω̃, and Φ = Φ̃|∆; or fix Ω̃ and consider

embeddings Φ : ∆ → int (Ω̃). Such a Ω̃ might be a bounding box or disk or an
intrinsic region containing the configuration, for examples see §9.

Configurations allowing Containment of Regions. In our definition of a
multi-region configuration, we have explicitly excluded one region being contained
in another. However, given a configuration which allows this, we can easily identify
such a configuration with the type we have already given. To do so, we require
that the boundaries of two regions still intersect in a union of strata which form
the closure of strata of dimension n. Then, if one region is contained in another
Ωi ⊂ Ωj , then we may represent Ωj as a union of two regions Ωi and the closure
of Ωj\(int (Ωi) ∪ (Bi ∩ Bj)), which we refer to as the region complement to Ωi in
Ωj . By repeating this process a number of times we arrive at a representation of
the configuration as a multi-region configuration in the sense of Definition 2.2. See
Figure 5.
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Ω
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1
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Ω 3

Ω 4

b)

Figure 5. a) is a configuration of regions contained in a region
Ω. It is equivalent to a multi-region configuration b) which is with-
out inclusion. Note that in this representation, the boundary of
contained regions will meet in a transverse fashion, any boundary
region of the containing region.

3. Skeletal Linking Structures for Multi-Region Configurations in

R
n+1

The skeletal linking structures for multi-region configurations will build upon
the skeletal structures for individual regions. We begin by recalling their basic
definitions and simplest properties.

Skeletal Structures for Single Regions. We begin by recalling [D1] that a
“skeletal structure”(M,U) in R

n+1, [D1, Def. 1.13], consists of: a Whitney strat-
ified set M and a multivalued “radial vector field” U on M . We will not give
every condition in detail, but instead point out the key features and just mention
certain technical conditions that are needed so the structure has the correct global
properties.
M satisfies the conditions for being a “skeletal set” [D1, Def. 1.2], which we

briefly recall. The skeletal set M consists of smooth strata of dimension n, denoted
by Mreg, and the set of singular strata Msing, with ∂M denoting the singular
strata where M is locally a manifold with boundary (for which we must use special
“boundary coordinates”, see [D1, Def. 1.3]). It satisfies the following properties.

i) For each point x0 ∈Msing, and each connected component Mα of Mreg in
a sufficiently small neighborhood of x0, there is a unique limiting tangent
space limTxi

Mα for any sequence {xi} ⊂Mα converging to x0.
ii) Locally in a neighborhood of a singular point x0, M may be expressed as

a union of (smooth) n–manifolds with boundaries and corners Mαj
, where

two such intersect only on boundary facets (faces, edges etc.). We will refer
to this as a “paved neighborhood” of x0 (see Figure 6).

iii) If x0 ∈ ∂M then those Mαj
in (2) meeting ∂M meet it in an n− 1 dimen-

sional facet.

Condition ii) is a simplified form of a local triangulation of a stratified set, see [Go],
[V].

Second, the multivalued vector field U has the following properties.

i) For each smooth point x0 ∈ Mreg, there are two values of U which point
toward opposite sides of Tx0M . Moreover, on a neighborhood of a point of
Mreg, the values of U corresponding to one side form a smooth vector field.

ii) For a singular point x0 /∈ ∂M , with Mαj
a connected component containing

x0 in its closure, both smooth values of U on Mα extend smoothly to
values U(x0) on the stratum of x0. If Mαj

does not intersect ∂M in a
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neighborhood of x0, then U(x0) /∈ Tx0Mαj
. In addition, for each local

connected component Ci of Bε(x0) ∩ (Rn+1\M) in a small ball Bε(x0),
there is a unique value of U pointing into Ci and the values at points in
a neighborhood Bε(x0) ∩M of x0 which point into Ci define a continuous
vector field which is smooth on each stratum of M (see a) in Figure 6 or
Figure 9).

iii) At points x0 ∈ ∂M , there is a unique value for U which is tangent to the
stratum of Mreg containing x0 in the closure and points away from M .

When we refer to a smooth value of U at x0 we mean either a smoothly varying
choice of U on one side of M if x0 ∈ Mreg or one on Mαj

extending smoothly to
x0 if x0 ∈ Msing. This allows various mathematical constructions on the smooth
strata to be extended to the singular strata Msing, see [D1, §2].

Using the multivalued radial vector field U , we can define a stratified set (with

smooth strata) M̃ , called the “double of M”. Points of M̃ consist of all pairs
x̃ = (U, x) where U is a value of the radial vector field at x, and neighborhood of

points x̃ are defined in M̃ using continuous extensions of U near x. For example,
the neighborhood in a) of Figure 6 gives the neighborhoods in M̃ corresponding

to b) and c). There is also defined a finite-to-one stratified mapping π : M̃ → M
defined by π(U, x) = x, see [D1, §3].

On M̃ is defined a “normal line bundle”N , such that over x̃ = (U, x), Nx̃ = {a·U :
a ∈ R}. It is a trivial line bundle, with a “half-line bundle” N+ = {c·U : c ≥ 0}. We
also define “one-sided neighborhoods”of the zero section Na = {c · U : 0 ≤ c ≤ a}.

a) b) c)

Figure 6. a) illustrates a “paved neighborhood”of a point in
M showing the paving by manifolds with boundaries and corners
and the multivalued vector fields pointing to the local complemen-
tary components. b) and c) illustrate the two corresponding paved

neighborhoods in M̃ .

Then, using M̃ , we can define the “radial flow”. In a neighborhood W of a point
x0 ∈ M with a smooth single-valued choice for U , we define a local representation
of the radial flow by ψt(x) = x+ t ·U(x). It yields a global radial flow as a mapping
Ψ : N+ → R

n+1. Lastly, there are two technical conditions for a skeletal structure,
the “local initial conditions”[D1, Def. 1.7] which ensure that the radial flow for
small time remains one-to one (and stratawise nonsingular).

We also recall from [D1] that beginning with a skeletal structure (M,U) in
R
n+1, we associate a “region”Ω = Ψ(N1) and its “boundary”B = {x + U(x) : x ∈

M all values of U}. Then, provided certain curvature and compatibility conditions
are satisfied, which we will recall in §7, it follows by [D1, Thm 2.5] that the radial

flow defines a stratawise smooth diffeomorphism between N1\M̃ and Ω\M , with
the boundary. From the radial flow we define the radial map ψ1(x) = x + U(x)
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from M̃ to B. We may then relate the boundary and skeletal set via the radial flow
and the radial map.

A standard example we consider will be the Blum medial axis M of a region Ω
with generic smooth boundary B and its associated (multivalued) radial vector field
U . Then, the associated boundary B we consider here will be the initial boundary
of the object.

Skeletal Linking Structures for Multi-Region Configurations.
We are ready to introduce skeletal linking structures for multi-region configura-

tions. These structures will accomplish multiple goals. The most significant are
the following.

i) Extend the skeletal structures for the individual regions in a minimal way to
obtain a unified structure which also incorporates the positional information
of the objects.

ii) For generic configurations of disjoint regions with smooth boundaries, pro-
vide a Blum medial linking structure which incorporates the Blum medial
axes of the individual objects.

iii) For general multi-region configurations with common boundaries, provide
for a modification of the resulting Blum structure to give a skeletal linking
structure.

iv) Handle both unbounded and bounded multi-region configurations.

Later we shall also see that the skeletal linking structure has a second important
function allowing us to answer various questions involving the “positional geome-
try”of the regions in the configuration.

We begin by giving versions of the definition for both the bounded and un-
bounded cases.

Definition 3.1. A skeletal linking structure for a multi-region configuration {Ωi}
in R

n+1 consists of a triple (Mi, Ui, ℓi) for each region Ωi with the following two
sets of properties.

S1) (Mi, Ui) is a skeletal structure for Ωi for each i with Ui = ri · ui for ui
a (multivalued) unit vector field and ri the multivalued radial function on
Mi.

S2) ℓi is a (multivalued) linking function defined on Mi (excluding the strata
Mi∞, see L4 below), with one value for each value of Ui, for which the
corresponding values satisfy ℓi ≥ ri, and it yields a (multivalued) linking
vector field Li = ℓi · ui .

S3) The canonical stratification of M̃i has a stratified refinement Si, which we
refer to as the labeled refinement.

By Si being a “labeled refinement”of the stratification M̃i we mean it is a refinement
in the usual sense of stratifications in that each stratum of M̃i is a union of strata
of Si; and they are labeled by the linking types which occur on the strata.

In addition, they satisfy the following four linking conditions.
Conditions for a skeletal linking structure

L1) ℓi and Li are continuous where defined on Mi and are smooth on strata of
Si.



MEDIAL/SKELETAL LINKING STRUCTURES 15

L2) The “linking flow”(see (3.1) below) obtained by extending the radial flow
is nonsingular and for the strata Si j of Si, the images of the linking flow
are disjoint and each Wi j = {x+ Li(x) : x ∈ Sij} is smooth.

L3) The strata {Wi j} from the distinct regions either agree or are disjoint
and together they form a stratified set M0, which we shall refer to as the
(external) linking axis.

L4) There are strata Mi∞ ⊂ M̃i on which there is no linking so the linking
function ℓi is undefined. On the union of these strata M∞ = ∪iMi∞, the
global radial flow restricted to N+|M∞ is a diffeomorphism with image the

complement of the image of the linking flow. In the bounded case, with Ω̃
the enclosing region of the configuration, it is required that the boundary
of Ω̃ is transverse to the stratification of M0 and where the linking vector
field extends beyond Ω̃, it is truncated at the boundary of Ω̃ (this includes
M∞).

We denote the region on the boundary corresponding to M∞ by B∞ and that
corresponding to Mi∞ by Bi∞.

Remark 3.2. By property L4), Bi∞ does not exhibit any linking with any other
region. We will view it as either the unlinked region or alternately as being linked
to ∞, where we may view the linking function as being ∞ on Mi∞. In the bounded
case with Ω̃ the enclosing region of the configuration, we modify the linking vector
field so it is truncated at the boundary of Ω̃. We can also introduce a “linking vector
field on M∞” by extending the radial vector field until it meets the boundary of Ω̃.
Then, in the bounded case, we let Mb denote the set of points in M̃ whose linking
vector fields end at the boundary of Ω̃. Then, M∞ ⊆ Mb ⊂ M̃ , and in the generic
bounded case, Mb has a natural stratification, and it provides the linking to the
boundary of Ω̃.

For this definition, we must define the “linking flow” which is an extension of
the radial flow. We define the linking flow from Mi by

λi(x, t) = x + χi(x, t)ui(x) where(3.1)

χi(x, t) =











2tri(x) 0 ≤ t ≤
1

2

2(1 − t)ri(x) + (2t− 1)ℓi(x)
1

2
≤ t ≤ 1

.

As with the radial flow it is actually defined from M̃i (or M̃i\M∞). The combined
linking flows λi from all of the Mi will be jointly referred to as the linking flow λ.
For fixed t we will frequently denote λ(·, t) by λt.

Convention: Because we will often view the collection of objects for the linking
structure as together forming a single object, we will adopt notation for the entire
collection. This includes M for the union of the Mi for i > 0, and similarly for M̃ .
On M (or M̃) we have the radial vector field U and radial function r formed from
the individual Ui and ri, the linking function ℓ and linking vector field L formed
from the individual ℓi and Li; as well as the linking flow λ and M∞ already defined.

We see that for 0 ≤ t ≤ 1
2 the flow is the radial flow at twice its speed; hence,

the level sets of the linking flow, Bi t, for time 0 ≤ t ≤ 1
2 will be those of the radial



16 JAMES DAMON AND ELLEN GASPAROVIC

flow. For 1
2 ≤ t ≤ 1 the linking flow is from the boundary Bi to the linking strata

of the external medial linking axis.
By the linking flow being nonsingular we mean it is a piecewise smooth home-

omorphism, which for each stratum Si j ⊂ M̃i, is smooth and nonsingular on
Si j×

[

0, 1
2

]

. Also, either: Si j×
[

1
2 , 1
]

is smooth and nonsingular if Si j is a stratum
associated to strata in Bi 0; or Si j is not associated to strata in Bi 0, ℓi = ri on
Si j , and so the linking flow on Si j ×

[

1
2 , 1
]

is constant as a function of t. That the
linking flow is nonsingular will follow from the analogue of the conditions given in
[D1, §3] for the nonsingularity of the radial flow. These will be given later, when
we use the linking flow to establish geometric properties of the configuration.

Figure 7. Skeletal linking structure for multi-region configura-
tion in R

2. Note that the linking axis includes the shared boundary
curves of adjoined regions.

In Figure 7 we illustrate (a portion of) the skeletal linking structure for a configu-
ration of four regions. Shown are the linking vector fields meeting on the (external)
linking axis. The linking flow moves along the lines from the medial axes to meet
at the linking axis.

Linking between Regions and between Skeletal Sets. A skeletal linking
structure allows us to introduce the notion of linking of points in different (or
the same) regions and of regions themselves being linked. We say that two points

x ∈ M̃i and x′ ∈ M̃j are linked if the linking flows satisfy λi(x, 1) = λj(x
′, 1). This

is equivalent to saying that for the values of the linking vector fields Li(x) and
Lj(x

′), x + Li(x) = x′ + Lj(x
′). Then, by linking property L3), the set of points

in M̃i and M̃j which are linked consist of a union of strata of the stratifications Si
and Sj . Furthermore, if the linking flows on strata from Si k ⊂ M̃i and Sj k′ ⊂ M̃j

yield the same stratum W ⊂M0, then we refer to the strata as being linked via the
linking stratum W . Then, µi j = λj(·, 1)−1 ◦ λi(·, 1) defines a diffeomorphic linking
correspondence between Si k and Sj k′ .

In Part II we will introduce a collection of regions which capture geometrically
the linking relations between the different regions. For now we concentrate on un-
derstanding the types of linking that can occur. There are several possible different
kinds of linking. More than two points may be linked at a given point in M0. Of
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these more than one may be from the same region. If all of the points are from a
single region, then we call the linking self-linking, which occurs at indentations of
regions. If there is a mixture of self-linking and linking involving other regions then
we refer to the linking as partial linking, see Figure 8.

. .

.

.

.

.

(a)

(a)

(b)

(c)

Figure 8. Types of linking for multi-region configuration in R
2:

a) linking between two objects; b) self-linking; and c) partial link-
ing.

Remark 3.3. If Ωi and Ωj share a common boundary region, then certain strata
in Mi and Mj are linked via points in this boundary region, and for those x ∈Mi,
ℓi(x) = ri(x); see Figure 7.

4. Blum Medial Linking Structure for a Generic Multi-Region

Configuration

Blum Medial Axis for a Single Region with Smooth Generic Boundary.
In the case of a single region Ω with smooth generic boundary B, the Blum medial
axis M is a special example of a skeletal structure which has special properties for
both the medial axis M and the radial vector field U . The generic local structure of
M is given by normal forms defined in terms of properties of the family of distance-
squared functions. This family is the restriction of the “distance-squared function”
σ(x, u) = ‖x − u‖2 on R

n+1 × R
n+1. We let ρ = σ|(B × int (Ω)). Then, the Blum

medial axis M is the Maxwell set of ρ, which is the set of u ∈ int (Ω)) at which the
absolute minimum of ρ(·, u) occurs at multiple points or is a degenerate minimum.

To describe the generic structure of M , we begin by recalling a result of Mather.
In [M2], Mather is concerned with determining the generic structure of the distance
function δ(x) = miny∈B ‖x − y‖ from points x ∈ R

n+1\B to B. He gives such a
classification theorem which for generic B with n + 1 ≤ 7 gives the structure of δ
off of a finite set of points. He excludes a finite set of points for two reasons, which
he does not really explain in the paper. One is that his classification excludes
the classification at critical points of δ on strata of M . The second is because for
n + 1 = 7 there can be isolated points where the structure theorem for generic
germs in terms of versal unfoldings as explained below does not directly apply.
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We begin our discussion of his results stated in a form where they yield the
generic structure of M , but do not consider the structure of the global distance
function δ to B.

Structure of Maxwell Set Described by R+-Versal Unfoldings. At a point
u0 ∈ M of the Maxwell set, we let S = {x1, . . . , xk} ⊂ B be the points with
r0 = ρ(xi) = ρ(xj) for all 1 ≤ i, j ≤ k, the minimum value for ρ(·, u0) and consider
the multigerm ρ : B × R

n+1, S × {u0} → R, r0, We view the coordinates of u as a
set of parameters for u ∈ int (Ω) ⊂ R

n+1. The mapping ρ is an “unfolding”of the
multigerm ρ0 = ρ(·, u0) : B, S → R, r0 on the parameters u. Such multigerms and
their unfoldings are studied using R+-equivalence of multigerms ρ0 and ρ1 via the
action of the group of pairs (ϕ, c) which consist of a multigerm of a diffeomorphism
ϕ : B, S → B, S and constant c ∈ R, so ρ0 is R+-equivalent to ρ1 = ρ0 ◦ ϕ + c
(or for unfoldings ρ, pairs Ψ(x, u) = (ψ(x, u), λ(u)) : B × R

n+1, S × {u0} → B ×
R
n+1, S×{u0} and a smooth function germ c(u) so that ρ is R+-equivalent to ρ◦Ψ+

c(u)). Singularity theory applies to the classification of such multigerms and their
unfoldings. Provided ρ0 has “finite R+-codimension”in an appropriate sense, then
there is an R+-versal unfolding which is a finite parameter unfolding which captures
all possible unfoldings of ρ0 up to R+-equivalence (this extends to multigerms
Thom’s versal unfolding theorem for germs which he used in Catastrophe Theory
[Th]). The minimum number of parameters needed for the versal unfolding is the
R+
e -codimension of ρ0. These results are discussed by Mather in [M2], and some

details relating versality and transversality that were left out are treated in a more
general context in e.g. [D6].

These are applied by Mather to classify the local structure of the Blum medial
axis. We view Ω as the region enclosed by the boundary B = ϕ(X), for ϕ : X →
R
n+1 a smooth embedding and X a smooth compact n-manifold. Then, there is

the following theorem of Mather [M2] which describes the generic properties of the
Blum medial axis of Ω. The notion of “genericity”will be explained in more detail
in §13.

Theorem 4.1 (Generic Properties of the Blum Medial Axis). If n+1 ≤ 6, there is
an open dense set of embeddings ϕ ∈ Emb(X,Rn+1) such that for any finite subset
S ⊂ B = ϕ(X) and u ∈M , for which x, x′ ∈ S satisfy ρ(x, u) = ρ(x′, u)(= r), then
the multigerm ρ : B×int (Ω), S×{u} → R, r is a versal unfolding for R+-equivalence
of multigerms.

If n + 1 = 7, then there is a finite set of points EM ⊂ M which form strata of
dimension 0 such that for u ∈ M\EM the same conclusions hold for multigerms
of ρ; while for each point u ∈ EM , there is a unique point S = {x} in B and the

unfolding ρ at (x, u) defines a transverse section to the Ẽ7-stratum (see below).

Remark 4.2. In the case n + 1 = 7, there may be isolated points u ∈ M with
each having a unique corresponding point x ∈ B such that the germ of ρ(·, u)|B
at x is R+–equivalent in local coordinates (y1, . . . , y6) to an Ẽ7 singularity y4

1 +
y4
2 + ay2

1y
2
2 + y2

3 + · · · + y2
6 , where |a| < 2. However the corresponding unfolding is

not R+–versal as a is a modulus and the entire stratum in jet space formed by the
R+–orbits allowing a to vary has R+–codimension 7, while the individual orbits
have codimension 8. Generically a germ in the stratum may occur at an isolated
point; and the resulting unfolding cannot be versal but it does define a transverse
section to the Ẽ7-stratum.
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Now such unfoldings of Ẽ7 germs are understood by a result of Looijenga [L2],

from which it follows that the topological classification of M near such Ẽ7 points is
independent of a for |a| < 2. Moreover, it follows that the associated mappings used
in Lemma 15.3 are topologically stable by Looijenga’s theorem using the argument
in [D8, Thm. 4]. Thus, the arguments in §15 still can be applied when appropriately

modified in neighborhoods of the Ẽ7 points using topological stability. We refer to
such points as generic Ẽ7 points.

For n+ 1 ≤ 7, Mather’s theorem then gives the list of possible multigerms and
hence the corresponding local structure of M resulting from the normal forms for
the versal unfolding, except at the finite set of points in EM when n+ 1 = 7.

Excluding the case of EM when n + 1 = 7, since each germ represents a local
minimum for points on the Blum medial axis, the only germs which occur are
the Ak singularities, which are R+-equivalent in local coordinates (y1, . . . , yn) to

yk+1
1 +

∑n

j=2 y
2
j for k odd. If ρ(·, u) is a germ of type Aαj

at the point xj , then

the multigerm is said to be of generic type Aα where α = (α1, . . . , αk), and is
denoted Aα1Aα2 · · ·Aαk

(where it is customary to denote Aαi
repeated r times

using exponent notation Arαi
).

In the generic case, the set of points u ∈M of type Aα forms a submanifold Σ
(α)
M

whose codimension in R
n+1 equals the R+

e codimension of a multigerm of type Aα,

which equals |α| − 1, with |α| =
∑k
i=1 αj . In addition, the {Σ

(α)
M : |α| ≤ n + 2}

form a Whitney stratification of M (because by the versality theorem, the structure
of M is analytically trivial along the strata, while for different simple types the
topological structure of the stratification differs). The smooth points of M are the
points u where ρ(·, u) has an A2

1 singularity. The singular strata are of two types.
The stratum consisting of points u with ρ(·, u) having a single A3 singularity forms
the edge of M , denoted ∂M . This is part of the boundary of the regular stratum

viewed as an n-manifold. The closure ∂M consists of strata Σ
(α)
M with some αi ≥ 3

(and in the case n + 1 = 7 the Ẽ7 germs). The second type of singular strata are
the Ak1 strata with k > 2 which are interior strata. For R

3 see Figure 9 and the
accompanying Example 4.3.

Stratification of the Boundary B.
Mather does not explicitly refer to the stratification of the boundary. However, it

plays an important role when we consider configurations of regions. Corresponding

to each stratum Σ
(α)
M are strata of B consisting of the individual xi which belong

to the subset S defining points in Σ
(α)
M , see Figures 9 and 10. We denote the

corresponding strata of B by Σ
(α)
B . These strata are the images under projection

onto B of strata in the space of the versal unfolding. In turn, those strata consist of
subsets of points where the unfolding defines multigerms of a given type. However,
the unfolding theorem does not assert that the strata in B need be smooth of the
same dimension as corresponding strata in M . We shall later prove that generically

the Σ
(α)
B are indeed smooth submanifolds of the same dimension as Σ

(α)
M . As S and

α have no intrinsic ordering, when we refer to one of these strata in B which contains
xj we shall place αj first in the ordering. If n+ 1 = 7, there are unique generic Ẽ7

points on B corresponding to each of (the finite number of) points of EM ; these
form a set of 0-dimensional strata EB.

Stratification of B by Σ
(α)
B :
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The Σ
(α)
B define a stratification of B which we may view as consisting of three

parts:

(1) The first part consists of edge closure points and has a Whitney stratifica-

tion consisting of the strata Σ
(α)
B containing the point x1 with α1 ≥ 3. This

is the subset of B where ρ(·, u) has a local minimum of Thom-Boardman
type Σn,1 for some u ∈ Ω; or if n+1 = 7, it also contains the 0-dimensional
strata EB.

(2) The second part has a Whitney stratification consisting of the strata Σ
(α)
B

with all αi = 1.

(3) The third part consists of the A1 points which belong to a tuple in Σ
(α)
B

with some αj ≥ 3 for j > 1 (thus, they are points associated via the medial
axis to edge-closure points in the Blum medial axis).

Although we will only show that the first two of these subsets of strata each sep-
arately form Whitney stratifications, it should be possible with considerably more
work to show that together they form a Whitney stratification of B.

Example 4.3. For a generic region in R
2, the refinement of M̃ only involves adding

a finite number of isolated points to smooth curve segments, so the stratification
is Whitney. For a generic region in R

3, the standard local Blum types are A2
1, A3,

A1A3, A
3
1, and A4

1 (the first consists of smooth points of M and the others are
shown in Figure 9). In Figure 10, we show the corresponding local stratification
types for the boundary. The A3 and A3A1 points correspond to the edge-closure
points; the A3

1 and A4
1 points form the Ak1-types, and the last A1 point of type A1A3

is the third type. In this case, a direct calculation shows that the closure of the A2
1

points at an A3A1 point in the boundary is a smooth curve, so that the Σ
(α)
B form

a Whitney stratification of B.

a) edge b) Y-branching c) fin creation point d) "6-junction"

Figure 9. Generic local medial axis structures in R
3: in a) the

A3 points form the edge curve and in b) the A3
1 points form the

“Y-branch curve”; for c) there is an isolated A1A3 point which is
the fin point and for d), an isolated A4

1 point which is the “6-
junction”point.

Addendum to Generic Blum Structure for a Region with Boundaries
and Corners. There is an addendum to Mather’s theorem in the case of regions
Ω which are manifolds with boundaries and corners. It concerns the local form
of the Blum medial axis in a neighborhood of a k-edge-corner point for regions
with boundaries and corners, which we introduced at the beginning of §2. This is
described using the following normal form .
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4
1A 1A3A

3
1A A31A3A

Figure 10. Generic local stratification of the boundary B for a
region in R

3 in terms of the corresponding types on the medial axis
listed in Figure 9 in terms of their Aα-type: A3 and A3

1 are the
dimension 1 strata in B corresponding to edge and Y -branching
curves (with 3 A3

1 strata in the boundary for each Y -branching
curve), while the other three are dimension 0 strata of B corre-
sponding to the 0-dimensional strata of the medial axis in Figure
9; and the complement consists of open strata in B correspond-
ing to the 2-dimensional strata in the medial axis consisting of A2

1

points. Note there are 4 A4
1 strata in the boundary for each 6-

junction point, and the last two figures represent strata on the two
opposite boundary regions correponding to the “fin creation
point”A1A3.

Definition 4.4. The edge-corner normal form for the Blum medial axis of a k-
edge-corner point x consists of a smooth diffeomorphism ψ from the neighborhood
of 0 in Ck = R

k
+ ×R

n+1−k, k ≥ 2, to a neighborhood W of x with 0 7→ x such that
the medial axis in W is the image ψ(E), where

Ek = {u = (u1, . . . , un+1) ∈ Ck : there are 1 ≤ i, j ≤ k such that i 6= j and ui = uj}

with the canonical Whitney stratification of Ek ∪ ∂Ck.

For example in R
3, a) and b) of Figure 11 illustrate the edge-corner normal forms

for the Blum medial axis at P2 and P3-edge-corner points.

a) b) c)

Figure 11. a) and b) edge corner normal forms for P2 and P3

points. The darker shaded regions are the Blum medial axis. c)
Example at a Q1 point of the transverse intersection of ΣQ with
the A3 curve in the boundary.

We use similar notation for Mather’s Theorem, where now X is the boundary of
the compact region ∆ ⊂ R

n+1 which has boundaries and corners. In addition, for
an embedding ϕ : ∆ → R

n+1, Ω = ϕ(∆) and B = ϕ(X). Then, the addendum is
the following.

Theorem 4.5 (Addendum to Generic Properties of the Blum Medial Axis). If
n+ 1 ≤ 7, then there is an open dense set of embeddings ϕ ∈ Emb (∆,Rn+1), such
that:
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i) the Blum medial axis has the same local properties in the interior of the
region int (Ω) as given in Theorem 4.1.

ii) if n + 1 = 7, then at a point u0 ∈ EM with corresponding x0 ∈ EB, the
unfolding germ (x, u) 7→ (ρ(x, u), u) : B × int (Ω), (x0, u0) → R × int (Ω) is

a topologically stable unfolding of an Ẽ7 germ;
iii) the set of closure points in the boundary B of the Blum medial axis consists

of the edge-corner point strata of B;
iv) at these edge-corner points, the Blum medial axis satisfies the edge-corner

normal form.

For noncompact Ω, the same result holds on a given compact region of R
n+1 for

an open dense set of embeddings.
If there is a compact Whitney stratified set S contained in the smooth strata of the

boundary, then for an open dense set of embeddings, the strata of S are transverse

to the strata Σ
(α)
B .

This addendum will be proved in the process of establishing the generic Blum
structure for general multi-region configurations (Theorem 4.18) in §15. The specific
information about EM follows using a result of Looijenga [L2] and is explained in
§15.

Remark 4.6. The Blum medial structure M for a region with boundary and
corners contains the singular points of the boundary in its closure, and at such
points the radial vector field U = 0. Hence, (M,U) does not define a skeletal
structure in the strict sense. However, it can still be used in exactly the same way
to compute the local, relative, and global geometry and topology of both the region
and its boundary, just as for skeletal structures. Hence, we can view it as a “relaxed
skeletal structure”, where “relaxed”means that M includes the singular boundary
points and U = 0 on these points.

Spherical Axis of a Configuration. Along with the medial axis, we will also find
use for its analog for the family of height functions. This family is the restriction of
the “height function” ν : R

n+1×Sn → R, defined by ν(x, v) = x·v, to τ : B×Sn →
R (Sn is the unit sphere in R

n+1). Here B may denote the smooth generic boundary
of a single region Ω, or more generally the boundary for a configuration defined by
Φ : ∆ → R

n+1. We define the spherical axis Z ⊂ Sn of Ω or the configuration Ω
defined by Φ to be the Maxwell set of −τ , which is the set of v ∈ Sn at which the
absolute maximum of τ(·, v) occurs at multiple points or is a degenerate maximum.
This consists of directions v ∈ Sn for which the supporting hyperplanes x ·v = c for
the convex hull of Ω or Ω have more than two tangencies with B or a degenerate
tangency, (and v is normal to B at these points) see e.g. Figure 13. Recall that
x · v = c defines a supporting hyperplane for Ω if it meets the boundary B of Ω,
which is contained in the half-space defined by x · v ≤ c.

Remark 4.7. We note that while the height function depends on the choice of
the origin, the spherical axis doesn’t. Choosing a different point for the origin
only changes the height function by adding a constant. This will not change which
points on B are critical points, nor which type of singularity occurs at these critical
points. If there are multiple critical points at the same “height”, they will remain
at the same height when we shift the point (but the height will change by the same
amount for all).
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Then, there is the following analog of the addendum to Mather’s Theorem.

Theorem 4.8 (Generic Properties of the Spherical Axis). If n+1 ≤ 7, there is an
open dense set of embeddings of configurations Φ ∈ Emb(∆,Rn+1) such that for any
finite subset S ⊂ B and v ∈ M , for which x, x′ ∈ S satisfy τ(x, v) = τ(x′, v)(= r),
then the multigerm τ : B × Sn, S × {v} → R, r is a versal unfolding for R+-
equivalence of multigerms.

If n + 1 = 8, then there is a finite set EZ ⊂ Z such that for any v ∈ Z\EZ ,
the same conclusions hold for the multigerms of τ ; while at points v ∈ EZ , τ has a
generic Ẽ7 singularity.

This result will follow from the transversality results in Proposition 14.8 as ex-
plained in §14.

Note: this holds for n + 1 ≤ 8, because the dimension of the parameter space
Sn is one less than that of R

n+1. This again gives the list of possible multigerms
and hence the corresponding local structure of M resulting from the normal forms
for the versal unfolding. Again since each germ for points on the spherical axis
represents a local minimum of −τ (or local maximum for τ), the only germs which
occur are the Ak singularities, for k odd, which are local minima (or local maxima
for τ).

In the generic case, it follows that the set of points v ∈ Z of type Aα forms

a submanifold Σ
(α)
Z whose codimension in Sn equals the R+

e codimension of a

multigerm of type Aα. In addition, the {Σ
(α)
Z : |α| ≤ n + 1} form a Whitney

stratification of Z. This stratification has the same generic form as for the Blum
medial axis except for one lower dimension.

Spherical Structure for a Configuration. Just as for the Blum medial axis, we may
associate to the spherical axis Z, both a height function h and a multivalued vector
field V . To do this we need to initialize the origin. Then, the height for a point u
on the spherical axis, which is a unit vector, defined for a point x ∈ B is just the
dot product x ·u. Furthermore, there may be multiple points associated to u, all of
which lie in the supporting hyperplane H defined by x ·u = h(u), for the maximum
value h = h(u) for B. For each point xi ∈ H ∩ B, there is a vector V = xi − hu
orthogonal to the line spanned by u. This defines a multivalued vector field V .

Definition 4.9. The full spherical structure for the spherical axis of the multi-
region configuration is the triple (Z, h, V ), consisting of the spherical axis Z, the
height function h, and the multivalued vector field V . This depends upon the choice
of an origin on which all height functions are 0.

From the spherical structure, we can reconstruct the boundary of B∞ by x =
V (u) + h(u)u for u ∈ Z and the multiple values of V at u. Here x denotes a
collection of points corresponding to the values of V .

Then, the regions in int (B∞) are the regions in the complement of the boundary
of B∞ which have supporting hyperplanes for at least one point in one of the
corresponding complementary regions to the spherical axis. If we have in addition
the height function for the configuration defined on all of Sn, then we can construct
the supporting hyperplanes for all u ∈ Sn, and the envelope of these hyperplanes
yields B∞.
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Example 4.10. For generic configurations in R
2, the spherical axis consists of

a finite number of points in S1 representing bitangent supporting lines. This is
illustrated in Figure 12.

In the case of generic configurations in R
3, the spherical axis consists of curve

segments which may either end or three may join at a “Y -branch point”. These
curves divide the complement in S2 into connected components which correspond
to regions of the Bi which will not be linked in the Blum case to follow. In Figure 13
are illustrated the three configurations in R

3 which exhibit the basic properties for
the spherical axis: a) smooth curve segment, b) Y -branch point, and c) end point
at an A3 singularity.

Blum Medial Linking Structure. We now consider the analogous Blum medial
linking structure for a generic multi-region configuration. First, we note that if the
configuration has regions with boundaries and corners, then the Blum medial axes
of the individual regions will not define skeletal structures. This is because the Blum
medial axis will actually meet the boundary at the edges and corners. However, in
the case of disjoint regions {Ωi} in R

n+1 with smooth generic boundaries (which
do not intersect on their boundaries) there is a natural Blum version of a linking
structure, which we introduce.

Definition 4.11. Given a multi-region configuration of disjoint regions Ω = {Ωi}
in R

n+1, for i = 1, . . . ,m, with smooth generic boundaries (which do not intersect
on their boundaries), a Blum medial linking structure is a skeletal linking structure
for which:

B1) theMi are the Blum medial axes of the regions Ωi with Ui the corresponding
radial vector fields;

B2) the linking axis M0 is the Blum medial axis of the exterior region Ω0; and

B3) Mi∞, which consists of the points in M̃i which are unlinked to any other
points, corresponds to the points in Bi∞ ⊂ Bi for which a height function

Ω
1

Ω
2

Ω
3

Ω
4

Ω
1

Ω
1

Ω
4

Ω
4 Ω

3

Ω
2

Figure 12. a) Configuration of four regions with the bitangent
supporting lines, and b) the corresponding spherical axis, which
consists of the points on S1. The regions between points represent
subregions of B in B∞. If the same region Ωi is indicated on both
sides of a radial line, then in Bi is a region involving self-linking.



MEDIAL/SKELETAL LINKING STRUCTURES 25

a) b) c)

Figure 13. The generic multigerms for the height function.
These determine the local structure for the boundary strata of
M∞ for a multi-region configuration in R

3 : a) of type A2
1, b) of

type A3
1, and c) of type A3. The tangent planes shown are to points

of multiple tangencies (except for the single A3 point on the left in
c). The darker curves (including the darker dashed curves) denote
the boundary strata bounding regions of M∞ (consisting of points
whose outward pointing normals point away from the other re-
gions).

has an absolute maximum on B (or minimum for the height function for
the opposite direction).

Because of B2), we will frequently in the Blum case refer to M0 as the linking
medial axis.

Remark 4.12. It follows from B2) that if x ∈ Mi and x′ ∈ Mj are linked, the
corresponding values of the radial and linking functions satisfy ℓi(x) − ri(x) =
ℓj(x

′) − rj(x
′).

Generic Linking Properties.
Consider a configuration {Ωi} with Bi the boundary of Ωi, and Mi the Blum

medial axis of Ωi. We let B = ∪Bi and let σ(x, u) = ‖x− u‖2 denote the distance
squared function on R

n+1 × R
n+1 as earlier. We consider a collection of smooth

boundary points S = {x1, . . . , xr} with xi ∈ Bji .

Definition 4.13. The set of points S = {x1, . . . , xr} exhibits generic Blum linking
of type (Aα : Aβ1

, . . . , Aβr
) if:

i) there is a u0 ∈ Ω0 so that σ(·, u0)|B has a common minimum on S with
value σ(xi, u0) = y0, and σ : B × R

n+1, (S,w) → R, y0 is of generic type
Aα;

ii) for each i, there is a subset Si ⊂ Bji and a point ui ∈Mi, so that σ(·, ui)|Bji
has a common minimum on Si with value ri and σ : B×R

n+1, Si×{ui} →
R, ri is of generic type Aβi

;

iii) the singular sets Σ
(α)
B ⊂ B and Σ

(βi)
Bji

⊂ Bji intersect transversely in Bji ;

and
iv) the images of the strata Σ

(α)
B ∩ Σ

(βi)
Bji

in Σ
(α)
M0

intersect in general position.

If n + 1 = 7, then we may also have generic Blum linking involving generic Ẽ7

points for either self-linking (Ẽ7 : A2
1) or simple linking (A2

1 : Ẽ7, A
2
1).

We will often abbreviate the above notation with β = {β1, . . . ,βr}, by (Aα :

Aβ). For a given (α : β), we let Σ
(α:β)
M0

denote the set of points u0 ∈ Ω0 exhibiting
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the properties in i) - iv) in Definition 4.13. We shall prove that it is a smooth

submanifold of the stratum Σ
(α)
M0

of the Blum medial axis M0 of Ω0. Along with

the stratum Σ
(α:β)
M0

, we also have the corresponding stratum Σ
(α:β)
Bji

⊂ Bji consisting

of those points xji ∈ Σ
(βi)
Bj

which correspond to points in Σ
(α:β)
M0

. We shall prove

for a generic configuration, that the {Σ
(α:β)
Bj

} give a refinement of the stratification

of Bj by the {Σ
(βi)
Bj

}, and {Σ
(α:β)
M0

} gives a refinement of the Whitney stratification

of M0.
For a given Bj we may divide the strata into groups based on whether for xj 1 ∈

Bj, αj ≥ 3 or αi = 1 for all i and whether βj 1 ≥ 3 or βj i = 1 for all i. The
intersection of the strata for each of the pairs of groups will satisfy the Whitney
conditions. In the low dimensional cases of multi-region configurations in R

2 or R
3,

the Σ
(α:β)
Bj

give a Whitney stratification of Bj .

For a configuration in R
3 the stratifications of a boundary Bj given by either

Σ
(α)
Bj

or Σ
(βj)
Bj

locally have the forms in Figure 10. Their transverse intersection

implies that 0 dimensional strata of one will lie in a smooth strata of the other.
Also, the 1 dimensional strata will intersect transversally giving four possibilities.
For a point in one of these intersections, any other point in another Bi associated

to the corresponding point in Σ
(α)
M0

must be of type A2
1 by property iv) of Definition

4.13. If instead the point in Σ
(α)
M0

is in a singular stratum of dimension 0, then all

associated points in some Bi are of type A2
1. A third possibility for a smooth point of

M0, which is an A2
1 point for say Bi and Bj , is that the images of the corresponding

1-dimensional strata Σ
(βi)
Bi

and Σ
(βj)
Bj

intersect transversally in a smooth point of

M0. This gives a corresponding analysis. Together these yield all of the generic
linking types listed in Table 1 in the Addendum.

Examples of some linking types and the strata are illustrated in Figure 14.

Ω1

M1

M2

Ω2

a) b)

Figure 14. Examples of linking types. In a) points (a) and
(b) illustate linking of type (A2

1 : A3, A3), and (c) of type (A2
1 :

A3A1, A
2
1). In b) is illustrated via the dark curve consisting of

1-dimensional strata of type (A2
1 : A3, A

2
1) and isolated points of

types (A2
1 : A3, A

3
1) and (A2

1 : A3, A3) where the curve crosses the
Y -branch curve of the medial axis M2 of Ω2, resp. where it meets
the edge of M2.
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Remark 4.14. For a general multi-region configuration, we can substitute in place
of Ω0 a region Ωi which has multiple adjoining regions (including possibly the
complement Ω0) and the definition of “generic linking”of the adjoining regions
relative to Ωi has the same form as in Definition 4.13. We shall see that generically
they have the same properties as for Ω0.

If we consider the double M̃i, only part of the stratification of Mi coming from
one side of Ωi appears and this simplifies the resulting stratification of M̃i. Only for
the complement Ω0 and M0 does the stratification of M0 itself play an important
role.

Generic Structure for B∞ and M∞.
We recall that B∞ and M∞ denote the unions of the Bi∞, respectively Mi∞.

We will show in the generic case for n+ 1 ≤ 7 that the stratification of B∞ has the
following properties. The interior points of Bi∞ are those points where a height
function has a unique absolute minimum on B. In addition, the boundary of Bi∞
consists of strata Σ

(α)
∞ defined by the R+- versal unfolding of a multigerm of the

height function of type Aα of R+
e –codimension ≤ n. These strata lie in the smooth

strata of the Bi and correspond to the strata Σ
(α)
Z of the spherical axis Z and

are of the same dimensions. The strata Σ
(α)
∞ again forms a collection of three

stratifications with the same properties listed for the distance function for types
1) - 3). For R

2 and R
3, these together form Whitney stratifications for B∞ for

elementary reasons.
Furthermore, we will show that generically this stratification intersects tranver-

sally the stratification Σ
(β)
Bi

for the Blum medial axis of Ωi. Then, the strata of

M∞ are the images in M̃i of the transverse intersections Σ
(α)
∞ ∩ Σ

(β)
Bi

.

Definition 4.15. ByM∞ and B∞ having generic structure we mean that each Bi∞
has the above local structure with the resulting generic structure for each Mi∞.

Remark 4.16. In the Blum case for disjoint regions with smooth boundaries, if
we remove the self-linking set from the external linking axis, then we obtain what
is classically called the “conflict set”, see e.g. Siersma[Si], Sotomayor-Siersma-
Garcia[SSG], and Van Manen [VaM].

Existence of a Blum Medial Linking Structure. We use the notation of §2
and consider a model configuration ∆ but with the ∆i disjoint regions with smooth
boundaries Xi. Then, we let Ω be a configuration based on ∆ via the embedding
ϕ : ∆ → R

n+1 so that Ωi = ϕ(∆i) for each i (in this case each Γi = Ωi). As
earlier, the space of configurations of type ∆ is given by the space of embeddings
Emb (∆,Rn+1).

Then, the existence of Blum medial linking structures is guaranteed by the fol-
lowing, which in addition ensures generic linking (see also [Ga]).

Theorem 4.17 (Existence of Blum Medial Linking Structure). For n+ 1 ≤ 7, we
consider multi-region configurations Ω modeled by ∆ = {∆i}, consisting of disjoint
regions with smooth boundaries (which do not intersect on their boundaries). Then,

for any compact region Ω̃ ⊂ R
n+1 with nonempty interior, there is an open dense

set of embeddings Φ ∈ Emb(∆, int (Ω̃)) such that :

(1) the resulting configuration {Ωi = Φ(∆i)} has a Blum medial linking struc-
ture such that each Mi (including M0) has generic local properties given by
Theorem 4.1;
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(2) the linking structure exhibits generic linking as in Definition 4.13; and
(3) M∞ and B∞ have generic structure as given in Definition 4.15.

(4) In the case that Ω̃ is convex, the properties for a linking structure in the
bounded case hold.

We shall prove Theorem 4.17 as a special case of the following more general
genericity result for the full Blum linking structure for a multi-region configuration.

Theorem 4.18 (Full Blum Linking Structures). For n+1 ≤ 7, let ∆ = {∆i} be a

model multi-region configuration. For a compact region Ω̃ ⊂ R
n+1 with nonempty

interior, there is an open dense set of embeddings Φ ∈ Emb(∆, int (Ω̃)) such that
the resulting configuration Ω modeled by ∆, with {Ωi(= ϕ(∆i))}, has the following
properties:

i) each Ωi has a Blum medial axis Mi exhibiting the generic local properties
in int (Ωi) given by Theorem 4.17;

ii) the complement Ω0 exhibits the generic local properties on M0 in int (Ω0)∩
Ω̃;

iii) the local structure of Mi (including i = 0) near a boundary point of type Pk
or singular Qk point has the local generic edge-corner normal form given
by Definition 4.4;

iv) at a smooth Qk boundary point of a region Ωi, ΣQ i intersects the strata

Σ
(α:β)
Bi

transversally (and if n+ 1 = 7 it does not contain Ẽ7 points);
v) generic linking occurs between the smooth points of the regions and no link-

ing occurs at edge-corner points, and this holds as well for generic linking
between adjoining regions of a given region Ωi relative to the region Ωi; and

vi) Bi∞ is contained in the smooth strata of the Bi (as a piecewise smooth
manifold), and Bi∞ and the corresponding strata of Mi∞ exhibit the generic
properties given in Definition 4.15.

The last two parts of this paper will be devoted to developing the necessary
transversality theorems, associated computations, and auxiliary results for proving
this theorem.

Remark 4.19. For a bounded region Ω̃ whose boundary ∂Ω̃ is transverse to the
linking vectors ofM0 (i.e. the extension of the radial lines fromM∞ are tranverse to

the limiting tangent spaces at points of ∂Ω̃), we can modify the linking vectors that

extend beyond Ω̃, or the extension of the radial vectors from M∞, by truncating
them at ∂Ω̃. They will be stratawise smooth when we add the strata corresponding
to the intersection M0 ∩ ∂Ω̃. For example if Ω̃ is convex, then, for almost all small
translations of the configuration, the resulting M0 is transverse to ∂Ω̃.

An alternate approach for a more general region Ω̃ is to let the exterior region be
Ω0 ∩ Ω̃ and allow linking from ∂Ω̃ with the other internal regions. Then, including
Ω̃ as part of the configuration, we may apply the existence theorem to give the
result.

As an example, c) of Figure 11 illustrates iv) of the Theorem. By property iii)
we see that the intersection of the closure of Mi with the boundary consists of the
singular points on the boundary. This holds equally well for the complement with
the closure of M0 containing the singular strata of the Γi in int (Ω0) ∩ Ω̃.
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One consequence of the characterization of generic linking in terms of the ver-
sality of the distance functions from Theorem 4.1 and the transversality of the
stratifications is the determination of the codimensions of the strata.

Corollary 4.20. For a generic embedding Φ : ∆ → R
n+1 as in Theorems 4.17 or

4.18, for (α : β1, . . . ,βr), the codimensions of the strata Σ
(α:β)
Bi

and Σ
(α:β)
Mi

satisfy

(4.1) codim Bi
(Σ

(α:β)
Bi

) = codim Rn+1(Σ
(α:β)
Mi

) − 1,

and

(4.2) codim Rn+1(Σ
(α:β)
Mi

) = R+
e - codim (Aα) +

r
∑

p=1

R+
e -codim (Aβjp

) − r.

This will be derived in §14.
As a consequence of the corollary, we can immediately list the generic linking

types which can occur for a given R
n+1 as codim (Σ

(α:β)
Mi

) ≤ n+ 1.

Addendum: Classification of Linking Types for Blum Medial Linking
Structures in R

3. For a generic configuration Ω in R
3, the Blum medial linking

structure exhibits generic linking properties given by the Table 1. We first briefly
explain the features of the table. Dimension refers to the dimension in R

3 of the
strata where the given linking type occurs. There are three types of linking: 1)
linking between points on distinct medial axes; “partial linking” involving more
than one point from one medial axis and point(s) from another; and 3) “self-linking”
where linking is between points from a single medial axis. “Pure linking type”
refers to cases only occurring for self linking. The A2

1 and A1A3 linking can occur
for either linking or self-linking; while A3

1 and A4
1 linking can occur for any of the

three linking types.

Table 1: Classification of Linking Types for Blum Medial Linking
Structures in R

3

Linking Type Dimension Description of Linking
A2

1 Linking

i) (A2
1 : A2

1, A
2
1) 2 between 2 smooth points

ii) (A2
1 : A3

1, A
2
1) 1 between a smooth point

and a Y-junction point

iii) (A2
1 : A3, A

2
1) 1 between a smooth point

and an edge point

iv) (A2
1 : A3A1, A

2
1) 0 between a fin point

and a smooth point

v) (A2
1 : A1A3, A

2
1) 0 between a smooth point

associated to a fin point and
another smooth point

vi) (A2
1 : A4

1, A
2
1) 0 between a smooth point

and a 6-junction point

vii) (A2
1 : A3

1, A
3
1) 0 between 2 Y-junction points
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Table 1: Classification of Linking Types for Blum Medial Linking
Structures in R

3

Linking Type Dimension Description of Linking
viii) (A2

1 : A3, A3) 0 between 2 edge points

ix) (A2
1 : A3

1, A3) 0 between a Y-junction point
and an edge point

A3
1, A

4
1 and A1A3 Linking

x) (A3
1 : A2

1, A
2
1, A

2
1) 1 between 3 smooth points

xi) (A3
1 : A3

1, A
2
1, A

2
1) 0 between 2 smooth points

and a Y-junction point

xii) (A3
1 : A3, A

2
1, A

2
1) 0 between 2 smooth points

and an edge point

xiii) (A4
1 : A2

1, A
2
1, A

2
1, A

2
1) 0 between 4 smooth points

xiv) (A1A3 : A2
1, A

2
1) 0 A1A3 linking between 2

smooth points

Pure Self-Linking

xv) (A3 : A2
1) 1 edge-type self-linking with

a smooth point

xvi) (A3 : A3
1) 0 edge-type self-linking with

a Y-junction point

xvii) (A3 : A3) 0 edge-type self-linking with
an edge point

5. Retracting the Full Blum Medial Structure to a Skeletal

Linking Structure

We know by Theorem 4.18 that a generic multi-region configuration has a Blum
medial structure. If the regions are disjoint with smooth boundaries, then the
Blum linking structure is a skeletal linking structure. However, if the configuration
contains regions which adjoin, then the Blum linking structure does not satisfy all
of the conditions for being a skeletal linking structure. Specifically the individual
Blum medial axes of both the regions and the complement will extend to the singular
points of the boundaries.

There are two perspectives on this. On the one hand, as mentioned in 4.6, we
may view this as a “relaxed form of a skeletal linking structure”. We shall see that
from this structure we still obtain all of the local, relative, and global geometry of
the individual regions and the positional geometry of the configuration. However,
if we consider the stability and deformation properties, such a structure does not
behave well.

There are two approaches to modifying the full Blum linking structure to a
skeletal linking structure. One approach is when the configuration with adjoined
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regions can be viewed as a deformation of a configuration with disjoint regions.
The second is to modify the full Blum linking structure by a process of “smoothing
the corners”of the regions. We consider each of these.

Example of Evolving Skeletal Linking Structure for Simple Generic Tran-
sition. We will not attempt to handle the most general case but illustrate the
method for an adjoining of two regions. We assume that initially we have a con-
figuration of two disjoint compact regions Ωi in R

n+1 with smooth boundaries Bi
defined by the model Φ : ∆ → R

n+1. We consider a simple generic transition in
the configuration defined by a smooth map Ψ : ∆ × [0, 1] → R

n+1, with Ψ0 = Φ,
where disjoint regions becoming adjoined causes a transition in the full Blum medial
linking structure as in Figure 15.

a) c)b)

Ω'1t0

Ω'2t 0
Ω'2 0

Ω'1 0

Z t
Ω'2t

Ω'1t

Figure 15. The stages for a simple generic transition of two
evolving regions Ω′

i t becoming adjoined: a) disjoint regions, b)
simple tangency at t = t0, and c) regions adjoined along Zt at
t > t0.

We denote Ψt = Ψ(·, t) and suppose the restriction Ψt|Xi, i = 1, 2, is an em-
bedding for each t. Then, let ∆i t = Ψt(∆i) be the individual regions bounded by
Bi t = Ψt(Xi). Suppose

i) The individual ∆i t have generic Blum medial axes for all t.
ii) There is a 0 ≤ t0 ≤ 1 such that ∆1 t and ∆2 t are disjoint for t < t0, and

at t0 there is a generic transition of tangency occurring at a single point
corresponding to smooth points on the medial axes, so that for t > t0, B1 t

and B2 t intersect transversally and each is transverse to the radial lines of
the other.

iii) The external Blum medial axis of ∆t = ∆1 t ∪∆2 t is generic for all t > t0.
iv) For t > t0, there is a smooth submanifold Zt ⊂ ∆1 t ∩ ∆2 t so that ∂Zt =

B1 t ∩B2 t and Zt is transverse to the radial lines from smooth points of the
Blum medial axes for each ∆i t (see Figure 15 and 16).

We then can form for t > t0 new configurations consisting of Ω′
i t bounded by

(Bi t\∆i′ t)∪Zt for (i, i′) = (1, 2), (2, 1). The Ω′
i t are adjoined along Zt. The Blum

medial structure for each Ω′
i t would now extend to ∂Zt. However, we can modify

the Blum medial structure as shown in c) of Figure 16 by:

a) retaining the Blum medial axes Mi t of each ∆i t;
b) shortening the radial vectors which extend into ∆1 t ∩ ∆2 t so they end at

Zt;
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c) refine the stratification of each M̃i t by adding as a stratum Si t ⊂ M̃i t the

submanifold of each M̃i t which extends radially to ∂Zt;
d) extend those radial vectors which still meet the original Bi t until they meet

the external Blum medial axis. Those together with those shortened radial
vectors give the linking vector field; and

e) retain the evolving external Blum medial axis for ∆t as the linking medial
axis.

These now define a family of skeletal linking structures for the varying configu-
rations Ω′

t, which evolve continuously (and stratawise differentiably on the added
strata Si t), see Figure 16.

a) c)b)

Z t

M 2t

Ω'1t

Ω'2t

Ω'1 0

Ω'2 0

Ω'1t

Ω'2t

M 1 0

M 2 0

M 1t
M'1t

M'2t

M 0 M 0

Figure 16. Comparison of generic bifurcation of the full Blum
linking structure versus evolution of the retracted skeletal linking
structure for two evolving regions Ω′

i t becoming generically ad-
joined as in Figure 15. Full Blum linking structure bifurcates by
adding branches from a) unjoined regions to b) after becoming ad-
joined. By contrast, the retracted skeletal linking structure evolves
while retaining the structure of the skeletal sets, from a) unjoined
regions to c) after being adjoined.

Retracting Full Blum Linking Structure via Smoothing. We consider a
second situation where we modify the full Blum linking structure of a configuration
with adjoining regions to a skeletal linking structure. We do this using a “smoothing
of the corners of the regions”, in a small neighborhood of the singular set. To
precisely describe this we suppose we have a multi-region configuration Ω, which
includes regions which adjoin, modeled by Φ : ∆ → R

n+1, so that it exhibits a
generic full Blum medial structure, with (Mi, Ui, ℓi) the Blum medial structure for
each Ωi, and M0 the external medial linking axis. Given a neighborhood W of the
singular set of Ω, i.e. the union of the singular strata of the boundaries, the goal
is to modify the regions Ωi in the neighborhood W so that the region boundaries
are smooth and agree with the original boundaries outside of W , and such that the
resulting Blum medial axes extend to a skeletal structure for Ω.

Definition 5.1. A smoothing of the configuration Ω defined by Φ, with a neigh-
borhood W of the singular set of Ω, consists of a disjoint configuration ∆′, with
a region ∆′

i for each ∆i, and an embedding Φ′ : ∆′ → R
n+1 satisfying the follow-

ing conditions. We let Ω′
i = Φ′(∆′

i) and B′
i = Φ′(X ′

i). There is a neighborhood
W ′ ⊂W such that:
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i) Each Ω′
i ⊂ Ωi, and Ω′

i has a generic Blum medial axisM ′
i such that B′

i\W
′ =

Bi\W ′. Moreover, the portion of the medial axis of Ωi defined from W ′∩Bi
is contained in W so that M ′

i = Mi off W .
ii) The radial flow of Ω′

i from M ′
i ∩W is nonsingular and remains transverse to

the radial lines out to and including its first intersection with M0, and the
radial lines intersect both Bi and M0 transversally (including the limiting
tangent spaces of it at singular points). This agrees with the radial flow for
the full Blum structure off W ′.

iii) The pull-back of the singular set of M0 by the radial flow in ii) refines the

stratification of M̃ ′
i on W ′.

Remark 5.2. The verification that the radial flow is nonsingular and transverse
to the radial lines is done using the radial and edge curvature conditions in [D1,
Thm. 2.5]

An example of such a smoothing is given in Figure 17.

a) b)

M 1

M 2

Ω1

2Ω M 0

Ω1

2Ω

M 1

M 2

M 0

Figure 17. An example of a smoothing of a configuration with
adjoining regions Ω1 and Ω2 in the neighborhood of a corner point
with linking vector fields shown: a) Blum linking structure and b)
Smoothing and resulting retracted skeletal linking structure.

The smoothing gives rise to a skeletal linking structure as follows.

Proposition 5.3. For a configuration of regions with generic full Blum linking
structure, a smoothing of the configuration allows the Blum linking structure to be
replaced by a skeletal linking structure.

Proof. To define the skeletal structure, given the smoothing, we begin by letting
the skeletal set in each Ωi be the Blum medial axis M ′

i for Ω′
i. By ii) the radial

lines from M ′
i extend to the boundary Bi and the vectors from points x ∈ M ′

i to
the intersection points of the radial lines from x with Bi are the radial vectors U ′

i

for the skeletal structure. The stratification of M̃ ′
i is given by the refinement M̃ ′′

i

of M̃ ′
i given by condition iii). Since the singular set of each Bi is a portion of the

singular set of M0, condition iii) guarantees that the radial flow is nonsingular and
smooth on the strata out to the boundary Bi.

To extend the individual skeletal structures on the Ωi to a skeletal linking struc-
ture, we use M0 for the external linking medial axis. We use the extensions of the
radial lines of Ω′

i until they meet M0. These extensions define the linking vector
fields Li, which agree with the Blum linking vector fields off W ′. The linking flow
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will agree with that for the Blum structure off W ′. On M ′
i ∩W

′ the linking flow
will agree with the radial flow in Bi. From Bi to M0, the radial flow will be nonsin-
gular and transverse to the radial lines. It follows by the radial, edge, and linking
curvature conditions (see Propositions 7.4 and 8.1 in §§7 and 8), that the linking
flow is also nonsingular and transverse to the radial lines. Lastly, since both the
radial flow and linking flow have the radial lines as flow lines, the inverse image of
the singular set of M0 under the linking flow will be the same as for the extended
radial flow. By the definition of the refinement of M̃ ′

i in iii), the L′
i (and hence

ℓ′i = ‖L′
i‖) will be smooth on the strata of the refinement.

Thus, the collection of (M ′
i , U

′
i , ℓ

′
i) define the resulting skeletal linking structure.

�

We indicate an approach to constructing a smoothing of the corners of a config-
uration. However, we will not give the details here to verify that the conditions are
satisfied. First, we construct for each region Ωi a smooth function fi defined on a
neighborhood of Ωi such that: fi ≥ 0 on Ωi, fi ≡ 0 on Bi, with grad (fi) non zero
on the smooth points of Bi; and second, in a neighborhood of a k-edge-corner point
the normal lines to the level sets of fi meet the limiting tangent planes of both the
boundary and the external medial axis transversally. Next, we use a bump function
δi which does not vanish on sing (Bi) and has its support in a neighborhood W of
sing (Bi), and so that it and its first derivatives (in the corner coordinates) are
bounded by ε > 0. Then, the hypersurface defined by fi(x) = δi(x) will satisfy the
conditions for a sufficiently small W and appropriate δi. To construct fi we use the
local model coordinates for a k-edge-corner point. We then use a partition of unity

to piece together functions of the form h = g ·
∏k
j=1 xj , with grad (g) pointing into

Ωi and g nonvanishing on the boundary. This gives the desired smoothing.
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6. Questions Involving Positional Geometry of a Multi-region

Configuration

Introduction. Having introduced medial/skeletal linking structures for a multi-
region configuration Ω = {Ωi} in R

n+1 in Part I, we now develop an approach to
the “positional geometry” of the configuration using mathematical tools defined in
terms of the linking structure. We do so by building upon the methods already
developed in the case of a single region with smooth boundary [D1], [D2]. More-
over, we will see that certain constructions and operators used for determining the
geometry of single regions can be combined to give geometric properties of the
configuration.

There are several possible aspects to this. One approach is to measure the
differences between two configurations. More generally given a collection of con-
figurations, we may ask what are the statistically meaningful shared geometric
properties of the collection of configurations, and how do the geometric properties
of a particular configuration differ from those for the collection. To provide quanti-
tative measures for these properties, we will directly associate geometric invariants
to a configuration. Such invariants may be globally defined depending on the en-
tire configuration or locally defined invariants depending on local subconfigurations
associated to each region.

For example, if we view the union of the regions as a topological space, then
we can measure the Gromov-Hausdorff distance between two such configurations.
We may also use the geodesic distance between the two configurations measured
in a group of global diffeomorphisms mapping one configuration to another. Such
invariants give a single numerical global measure of differences between two con-
figurations. Instead, we will use skeletal linking structures associated to the con-
figurations to directly associate both global and local geometric invariants which
can be used to measure the differences between a number of different features of
configurations.

In introducing these invariants, we will be guided by several key considerations.
The first involves distinguishing between the differences in the shapes of individual
regions versus their positional differences and how each of these contributes to the

(a) (b) (c)

Figure 18. Images exhibiting configurations of four regions. A
basic problem is to determine the differences between the config-
urations that are due to changes in shapes of the regions versus
those due to changes in positions. Furthermore, one would want
to find invariants which capture these differences.
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differences in the configurations. As illustrated in Figure 18, the three configura-
tions differ; but it is not clear to what extent this is due to shape differences of the
regions versus changes in position, nor how these different contributions should be
measured.

In measuring the relative positions of the regions, more than just the minimum
distance between region boundaries is required. As illustated in Figure 19, while
region Ω3 touches Ω1, it does so only on a small portion of Ω3. By comparison, Ω2

does not touch Ω1, but it remains close over a larger region. A goal is to define a
numerical measure of closeness of regions which takes into account both aspects.
Related to this is the issue of which regions that do not touch should be considered
neighbors and what should be the criterion?

Ω
1

Ω 3
2Ω

Figure 19. Measuring closeness of regions in a configuration.
Although Ω3 touches Ω1, only a small portion of Ω3 is close to Ω1.
In contrast, Ω2 does not touch Ω1, but it remains close over a larger
region.

A third issue for a configuration is viewing it as a hierarchy of the regions,
indicating which regions are most central to the configuration and which are less
geometrically significant. For example in Figure 20, the position of region Ω1 makes
it more important for the overall configuration in b) than in a), where it is more of
an “outlier”. For example, a small movement of Ω1 in a) would be less noticeable
and have a smaller effect to the overall configuration than in b). By having a smaller
effect we mean that the deformed configuration could be mapped to the original
by a diffeomorphism which has smaller local distortions near the configuration in
the case of a) versus b). We will also provide a numerical measure of geometric
significance of a region for the configuration.

Along with issues of closeness, significance and hierarchy, there is also the ques-
tion of when there are natural subconfigurations. An example of this is seen in
Figure 21. In a) is shown a configuration with distinct subconfigurations. As these
subconfigurations are moved together, a point is reached when they are no longer
distinguished by geometric features. This raises the question of whether there are
numerical invariants which can be used to determine when there are identifiable
subconfigurations.

We will combine the invariants which measure these geometric features to provide
a “tiered graph structure”, which is a graph with vertices representing the regions,
edges between vertices of neighboring regions, and values of significance assigned to
the vertices, and closeness assigned to the edges. Then, as thresholds for closeness
and significance vary, the resulting subgraph satisfying the conditions will exhibit
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Ω1

Ω1

(a) (b)

Figure 20. Images exhibiting configurations of four regions. In
a), region Ω1 is a greater distance from the remaining regions,
and hence is less significant when modeling the configuration. In
b), the closeness of region Ω1 to the other regions makes it more
significant for the configuration.

(a) (b)

Figure 21. Subconfigurations of regions. In a) a configuration
is formed from three groups of regions. In b), the groups of regions
have been moved closer; based on geometric position, the groups
are no longer clearly distinguished.

the central regions of the configuration, various subgroupings of regions and the
hierarchy of relations between the regions.

Our goal in the subsequent sections is to first use the skeletal linking structure
to identify neighboring regions and introduce linking neighborhoods between the
regions. Second, we will introduce numerical “volumetric invariants” for the indi-
cated measures. In turn, we will use the skeletal linking structure to compute the
volumetric invariants via “skeletal linking integrals”computed on the skeletal sets.
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7. Shape Operators and Radial Flow for a Skeletal Structure

In preparation for obtaining the desired properties of the linking flow, we recall
how for the skeletal structure (M,U) for a single region Ω we may introduce ra-
dial and edge shape operators. Using them, we have sufficient conditions for the
nonsingularity of the radial flow and smoothness of the associated boundary (see
[D1]). Furthermore, these operators can be used to compute both the intrinsic
differential geometry of the boundary and the global geometry of the region (using

“skeletal integrals” on M̃ , see e.g. [D2] and [D4]). Our eventual goal is to show
using the skeletal linking structure that these results can be extended to the entire
multi-region configuration.

The Radial Flow. In §3, we briefly recalled how from a skeletal structure (M,U)
in R

n+1, we can define the “associated boundary”

B = {x+ U(x) : x ∈M, all values of U} .

However, conditions are required on the skeletal structure to ensure that the bound-
ary is smooth. This is achieved using the radial flow and the radial map which is the
time one map of the radial flow. This allows us to establish additional properties
of the region Ω bounded by B. The radial flow is defined as a map from the “nor-
mal line bundle” N on M̃ , the “double of M” which has a finite-to-one stratified
mapping π : M̃ → M . In the neighborhood W of a point x0 ∈ M with a smooth
single-valued choice for U , we define a local representation of the radial flow by
ψt(x) = x+ t ·U(x), 1 ≤ t ≤ 1, and the radial map ψ1(x) = x+U(x). Together the
local ψt define a global map ψ : N → R

n+1. We will next recall the role of the radial
and edge shape operators in guaranteeing the nonsingularity of the radial flow and
the smoothness of the level sets Bt = {x+ t · U(x) : x ∈M, all values of U}.

Radial and Edge Shape Operators. We define “shape operators”for the skeletal
structure (M,U). At a smooth point x0 of M we choose a “smooth value”of U .
We recall from §3 that in a neighborhood of any smooth point of M (i.e. a point
in Mreg), values of U on one side form a smooth vector field. By a smooth value
of U we mean such a smooth choice of U values. Then, U = r · u for a unit radial
vector field u.
Radial Shape Operator: We define for v ∈ Tx0M

Srad(v) = −projU (
∂u

∂v
)

where projU denotes projection onto Tx0M along U (in general, this is not orthog-
onal projection, see a) in Figure 22). The principal radial curvatures κr i are the
eigenvalues of Srad. For a basis v = {v1, . . . , vn} for Tx0M , we let Sv denote the
matrix representation of Srad with respect to v.

For a non–edge point x0 ∈M , a value of U extends to be smooth on some local
neighborhood of x0 on any regular stratum containing x0 in its closure. For this
smooth value of U , we may likewise define the radial shape operator at x0. Thus,
the radial shape operator is also multivalued in that at a non–edge point x0 there
will be a radial shape operator for each value of U at x0, which at smooth points
of M means a value for each side of M .
Edge Shape Operator: For an edge (closure) point x0, a smooth value of U is a
smoothly varying choice of values for U , defined on a neighborhood of x0 one side
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a) b)

Figure 22. Illustrated in a) is the radial shape operator and in
(b) the edge shape operator.

of M for edge coordinates. Then for a normal vector field n to M on the same side
of M as U , we define

SE(v) = −proj′(
∂u

∂v
) .

Here proj′ denotes projection onto Tx0∂M⊕ < n > along U (again this is not
orthogonal, see b) in Figure 22). Let v = {v1, . . . , vn} be a basis of Tx0M so that
{v1, . . . , vn−1} is a basis Tx0∂M , and vn maps under the edge parametrization map
to c ·U for c ≥ 0. We refer to v as a special basis for Tx0M . Then, SE v is a matrix
representation of SE with respect to the basis v in the source and {v1, . . . , vn−1,n}
in the target. We let In−1,1 be the n × n–diagonal matrix with 1’s in the first
n − 1 diagonal positions and 0 in the last. The principal edge curvatures κE i are
the generalized eigenvalues of (SE v, In−1,1) (i.e. λ such that SE v − λ · In−1,1 is
singular).

Curvature Conditions and Nonsingularity of the Radial Flow. We now
recall conditions guaranteeing the smoothness of the radial flow on smooth strata
and the resulting smoothness of the level sets. We emphasize that this is a local
result as neither the flow defined on a stratified set nor its level sets are smooth,
but rather they are stratified. Along with the radial and edge shape operators, an
important role is also played by the multi-valued compatibility 1-form ηU = dr+ωU ,
where ‖U‖ = r is the radial function and ωU (v) = v · u for U = r · u, with u the
multivalued unit vector field along U . Then, ηU is also multivalued with one value
for each value of U .

Then, we consider the following three conditions for a skeletal structure (M,U):

(1) (Radial Curvature Condition ) for a point x0 ∈M\∂M and all values U(x0)

r < min{
1

κr i
} for all positive principal radial curvatures κr i ;

(2) (Edge Condition ) for a point x0 ∈ ∂M (closure of ∂M) ;

r < min{
1

κE i
} for all positive principal edge curvatures κE i

(3) (Compatibility Condition ) for a point x0 ∈M (which includes edge points),
ηU ≡ 0.
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Remark 7.1. The radial curvature, edge, and compatibility conditions involve
choices of values for U and hence are multi-valued conditions at each point. In the
radial curvature condition it is to be understood that the r value associated to a
given value of U satisfies the inequality for the shape operator associated to that
value. Thus, at smooth points of M , we have inequalities corresponding to each
side of M .

The first two conditions allow us to control the local behavior of the radial
flow, ensuring that singularities do not develop from smooth points, nor further
singularities from singular or edge points.

While the first two conditions are open conditions and hence robust, the third
compatibility condition is not and reveals an essential feature about the level sets
of the flow. For any time t < 1 the level sets are singular at points coming from
the singular points of M (including edge points). The compatibility condition at
singular points of M ensures that only at t = 1 when the flow reaches the boundary
do the singularities simultaneously disappear so the boundary becomes weakly C1

at the points corresponding to singular points of M (which means there are unique
limiting tangent spaces at these points, and as a consequence the boundary is C1

at points coming from the strata of codimension 1, see [D1, Lemma 5.4]). However,
if the compatibility condition does not hold on a stratum, then the boundary may
have edges and corners at these image points. Hence, skeletal structures can also
be used for regions with boundaries and corners.

Local Nonsingularity of the Flow from Smooth and Edge Points. We begin by stat-
ing how the radial curvature and edge conditions imply the local nonsingularity of
ψ and ψt (these are given in [D1, Props. 4.1 and 4.4]).

Proposition 7.2. Let U be a smooth value of the radial vector field defined in a
neighborhood W of x0 ∈M . Suppose either that x0 ∈Mreg and satisfies the radial
curvature condition in the neighborhood W ; or x0 ∈ ∂M (or is an edge closure
point) and satisfies the edge condition on the neighborhood W . Then,

(1) ψ : W × R → R
n+1 is a local diffeomorphism at (x0, t) for 0 < t ≤ 1 (and

also t = 0 for smooth points);
(2) ψt : W → R

n+1 is a local embedding at x0 for any 0 ≤ t ≤ 1; and
(3) ψt(W ) is transverse to the line spanned by U for each 0 ≤ t ≤ 1.

Conversely, suppose ψ is nonsingular at (x0, t) for 0 < t ≤ 1, which
is equivalent to ψt(W ) being nonsingular at ψt(x0) and transverse to the
radial line for 0 < t ≤ 1. Then the radial, resp. edge, curvature condition
is satisfied for x0 and the value U , depending on whether x0 is a nonedge
closure point, resp. an edge closure point.

Although only one direction for this proposition was proven in the propositions
just cited in [D1], an examination of the proof given there also establishes the
converse. 2

Global Nonsingularity of the Radial Flow. The preceding local results at all points
of M can be combined with the compatibility condition at singular points to yield
the following global result (given in [D1, Thm. 2.5]).

Theorem 7.3. Let (M,U) be a skeletal structure which satisfies: the radial cur-
vature condition at all nonedge points, the edge condition at edge points and edge
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closure points, and the compatibility condition at all singular points. Then (see
Figure 23):

(1) The associated boundary B is an immersed topological manifold which is
smooth at all points except those corresponding to points of Msing.

(2) At points corresponding to points of Msing, it is weakly C1 (this implies
that it is C1 on the points which are in the images of strata of codimension
1).

(3) At smooth points, the projection along the lines of U will locally map B
diffeomorphically onto the smooth part of M .

(4) Also, if there are no nonlocal intersections, then B will be an embedded
manifold and Ω\M is fibered by the level sets Bt, 0 < t ≤ 1.

U
B

M

Ω

Figure 23. Illustrating the radial flow from the skeletal set M ,
with the radial vector field U , flowing in the region Ω to the bound-
ary B, where the level sets are stratified sets forming a fibration of
Ω\M .

This allows us to completely describe the structure of the interior of the regions
in a multi-region configuration. This extends to the geometry via the next results.

Evolution of the Shape Operators under the Radial Flow. The last feature
of the radial flow which we recall is the evolution of the radial and edge shape
operators under the radial flow, with the eventual goal of extending these results
to the linking flow. This allows us to relate in the Blum case the radial geometry
on the medial axis with the differential geometry of the boundary.

We first consider the evolution of the radial shape operator under the radial
flow. Let x0 ∈Mreg, and let {v1, . . . , vn} be a basis for Tx0M . We suppose we have
chosen a smooth value of U in a neighborhood of x0. If x0 is a non–edge singular
point, then we can carry out an analogous argument on a local component for x0.

For a given t, let

v′i = dψt(vi) =
∂ψt
∂vi

for i = 1, . . . , n.

With r denoting the radial function as in §3, we suppose that 1
tr

is not an eigen-
value of Srad (at x0). Then, by the proof of Proposition 4.1 of [D1], ψt maps a
neighborhood W of x0 diffeomorphically to a smooth submanifold transverse to
U(x0). Thus, the image of U along ψt remains transverse in some neighborhood of
x′0 = ψt(x0) to W ′ = ψt(W ) ⊂ Bt. Hence, it has a well-defined radial shape oper-
ator, which we denote by Srad t. We will compute Sv′ t, the matrix representation
of Srad t with respect to the basis {v′i}.

Then, the following two results are consequences of Proposition 2.1 and Corollary
2.2 of [D2].
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Evolution of the Radial Shape Operator from Smooth Points.

Proposition 7.4. Suppose that at a smooth point x0 ∈ Mreg, we have a smooth
value of U and a basis {vi} for Tx0M . Let {v′i} denote the image of {vi} under
dψt(x0). If 1

tr
is not an eigenvalue of the radial shape operator Sv at x0, then the

radial shape operator Sv′ t for Bt at x′0 = ψt(x0) for the corresponding smooth value
of U is given by

(7.1) Sv′ t = (I − tr · Sv)−1Sv .

With the identification of the tangent spaces dψt(x) : TxM ≃ Tψt(x)B, we may
write the preceding in the basis independent form

(7.2) Srad,t = (I − tr · Srad)
−1Srad .

Remark 7.5. If the compatibility 1-form ηU vanishes on an open subset of M̃reg,
then U will be orthogonal to B at each point of its the image under the radial flow
(see §7) as happens for the Blum case. It follows that the formula (7.1) gives the
differential geometric shape operator for B; thus, capturing the geometry of the
boundary, see [D2].

Principal Radial Curvatures for Bt. Then, we can deduce information about the
principal radial curvatures at x′0 in terms of those at x0.

Corollary 7.6. Under the assumptions of Proposition 7.4, there is a correspon-
dence (counting multiplicities) between the principal radial curvatures κr i of M at
x0 and κr t i of Bt at x′0 given by

κr t i =
κr i

(1 − trκr i)
or equivalently κr i =

κr t i
(1 + trκr t i)

.

Furthermore, if ei is an eigenvector for the eigenvalue κr i of Srad, then e′i, which
has the same coordinates with respect to v′ as ei has with respect to v, is an eigen-
vector with eigenvalue κr t i of Srad,t.

Evolution of the Radial Shape Operator from Edge Points. We can carry out an
analogous line of reasoning for the evolution of the radial shape operator for points
corresponding to an edge point x0. A smooth value of U in a neighborhood of x0

corresponds to one side of M . Although Bt is not smooth at ψt(x0) if t < 1, we
note that by Proposition 4.4 of [D1], provided 1

tr
is not a generalized eigenvalue for

(SE v, In−1,1), the one side of Bt corresponding to U is smooth and is transverse to
U at x0 when t > 0. Thus, the radial shape operator is defined for Bt at points
corresponding to edge points when t > 0. Hence, we may compute the radial shape
operator Sv′t for this one side using [D2, Proposition 2.3] as follows.

Proposition 7.7. Suppose that at an edge point x0 ∈ ∂M , we have a smooth value
of U (corresponding to one side of M) and a special basis {vi} for Tx0M . Let {v′i}
denote the image of {vi} under dψt(x0). If 1

tr
is not a generalized eigenvalue of

(SE v, In−1,1), then the radial shape operator Sv′ t for Bt at x′0 = ψt(x0) is given by

(7.3) Sv′ t = (In−1,1 − tr · SE v)−1SE v .

We note that unlike the situation for the radial shape operator, SE v does not
necessarily commute with In−1,1 so the order of the factors is important.

Unlike the case of non–edge points, we cannot in general deduce a simple formula
for the principal radial curvatures for Sv′ t in terms of the principal edge curvatures.
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However, in certain special cases, we can carry out the calculations (see e.g. [D2]
or [D7]).

8. Linking Flow and Curvature Conditions

We consider a skeletal linking structure {(Mi, Ui, ℓi)}. If each (Mi, Ui, ) satisfies
the conditions of Theorem 7.3, then we obtain regions Ωi which, provided the
regions are disjoint or intersect appropriately, give a multi-region configuration
Ω = {Ωi}. There are additional conditions to be satisfied for {(Mi, Ui, ℓi)} to be
the skeletal linking structure for Ω. One part of this requires properties of the
linking flow. Using analogs of the preceding results for the radial flow, we will
give sufficient conditions for nonsingularity of the linking flow. We also will derive
analogous formulas for the evolution of the radial and edge shape operators under
the linking flow.

Nonsingularity of the Linking Flow. We first establish the conditions for the
nonsingularity of the linking flow λ (or λt) introduced in the definition of the skeletal
linking structure (see (3.1) in §3). For the skeletal linking structure {(Mi, Ui, ℓi)},
we have the following two conditions:

(1) (Linking Curvature Condition ) For all points x0 ∈Mi\∂Mi and all values
Ui(x0),

ℓi < min{
1

κr j
} for all positive principal radial curvatures κr j ;

(2) (Linking Edge Condition ) For all points x0 ∈ ∂Mi (the closure of ∂Mi)

ℓi < min{
1

κE j
} for all positive principal edge curvatures κE j .

Then, given a skeletal structure {(Mi, Ui, ℓi)} the smoothness of the linking flow is
guaranteed by the following analog of Proposition 7.2.

Proposition 8.1. Let U be a smooth value of the radial vector field defined in a
neighborhood W of x0 ∈ Mi. Suppose either that x0 ∈ Mi\∂Mi and satisfies the

linking curvature condition in the neighborhood W ; or x0 ∈ ∂Mi and satisfies the
linking edge condition on the neighborhood W . Then,

(1) λ : W × R → R
n+1 is a local diffeomorphism at (x0, t) for 0 < t ≤ 1 (and

also t = 0 for nonedge closure points);
(2) λt : W → R

n+1 is a local embedding at x0 for any 0 ≤ t ≤ 1; and
(3) λt(W ) is transverse to the line spanned by U for each 0 ≤ t ≤ 1.

Conversely, suppose λ is nonsingular at (x0, t) for 0 < t ≤ 1, which is
equivalent to λt(W ) being nonsingular at λt(x0) and transverse to the line
spanned by U for 0 < t ≤ 1. Then the linking curvature, resp. linking edge
condition is satisfied at x0, depending on whether it is a nonedge closure
point, resp. an edge closure point.

Then, we can combine these conditions to conclude the following.

Corollary 8.2. For a skeletal structure {(Mi, Ui, ℓi)}, if the linking curvature con-

dition or linking edge condition is satisfied at all points of a stratum Sj of M̃i, then
the linking flow from Sj is nonsingular and remains transverse to the radial lines.



44 JAMES DAMON AND ELLEN GASPAROVIC

Thus, the images of strata of the labelled refinement of each M̃i under the linking
flow are immersed submanifolds for all 0 < t ≤ 1, and provided distant points from
the same strata are not linked, then the images of strata are submanifolds.

Proof of Proposition 8.1. First, we may view the linking flow from Mi for t > 1
2

as the composition of the flow for t = 1
2 , with level set the boundary Bi, followed

by a flow from Bi for time t′ = 2(t − 1
2 ). Thus, for 1

2 ≤ t ≤ 1, if we denote the
radial flow by ψt, then λt(x) = ψ1(x) + (χ(t)− ri(x))ui(x) (with χ(t) as defined in
(3.1)). Hence, the linking flow can itself be viewed as a radial flow for (Bi, U

′
i) at

the point x′0 = λ 1
2
(x0) reparametrized at twice the speed. Here the vector field U ′

i

is the translate along the radial lines to x′0 of the vector field (ℓi − ri)ui, where ui
is the unit vector field in the direction of Ui.

As ri ≤ ℓi, the linking radial curvature and linking edge conditions imply the
corresponding radial curvature and edge conditions for the radial flow. Hence, by
Proposition 7.2 we have nonsingularity of the linking flow and the level surfaces for
0 < t ≤ 1

2 , with the level surfaces transverse to the radial lines. Also, at t = 1
2 , the

level surface is the boundary Bi of the associated region Ωi.
Then, we can further verify the nonsingularity of the linking flow for 1

2 < t ≤ 1,
and the corresponding level sets by again applying the radial curvature conditions
to (Bi, U ′

i) .
Now, t′ = 2(t− 1

2 ), and

χ(t) − ri = 2(t− 1
2 )(ℓi − ri) = t′(ℓi − ri).

Thus, the linking flow for 1
2 ≤ t ≤ 1 gives the radial flow for (Bi, U ′

i) for 0 ≤ t′ ≤ 1.
Hence, by Proposition 7.7 we obtain

(8.1) Sv′′,t = (I − (χ(t) − ri)Sv′, 12
)−1S

v′, 12
,

where S
v′, 12

is the matrix representation for the radial shape operator for (Bi, U ′
i)

at x′0 with respect to the basis v′ corresponding to the basis v for Tx0M under the
radial flow.

However, by Proposition 7.2, the radial curvature condition is equivalent to the
nonsingularity of I − (χ(t)− ri)Sv′, 12

for 1
2 < t ≤ 1; or equivalently the existence of

Sv′′,t given by (8.1) for 1
2 < t ≤ 1. We now claim there is an alternate formula for

Sv′′,t given for 1
2 < t ≤ 1 in the case of non-edge closure points x0 by

(8.2) Sv′′,t = (I − χ(t)Sv)−1Sv ,

where Sv is the matrix repesentation for the shape operator with respect to the
basis v. For edge closure points x0, it is given by

(8.3) Sv′′,t = (In−1,1 − χ(t)SE,v)−1SE,v ,

with SE,v denoting the matrix representation for the edge shape operator.
It then follows in the first case, that Sv′′,t will be defined for 0 ≤ t ≤ 1 provided

1
χ(t) is not an eigenvalue for Sv for 0 ≤ t ≤ 1. This says that the eigenvalues of Sv

do not lie in the interval [ 1
ℓi
,∞), or that the positive eigenvalues of Sv <

1
ℓi

, which
is equivalent to the linking curvature condition. Likewise, in the second case we
require 1

χ(t) is not a generalized eigenvalue for (SE,v, In−1,1), for 0 ≤ t ≤ 1. Again,

this is equivalent to the linking edge condition. This establishes the result. �
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It remains to verify the assertions regarding (8.2) and (8.3). We do this by
expressing the linking flow in either case via a semigroup of special Möbius tran-
formations on matrices and operators.

Special Möbius Transformations of Matrices and Operators. We will repre-
sent the evolved radial and edge shape operators under the linking flow as resulting
from applying Möbius transformations to matrices and operators. We begin by
considering for either n× n matrices A and B or operators A,B : V → V , for V a
vector space of dimension n, a family of special Möbius transformations defined by

ΞB,t(A) = (B − tA)−1A.

Here we view B as fixed and either view ΞB,t(A) as a function of t ∈ R for fixed A,
or as a function of A for fixed t. We observe that the evolution equations for both
the radial and edge shape operators under the radial flow have this form for either
(A,B) = (Sv, I) or (SE,v, In−1,1). We shall concentrate on the case of matrices,
but the corresponding statements for operators are similar.

In general, if ker(A) ∩ ker(B) = 0, then ΞB,t(A) is defined for all but the finite
set of t such that 1

t
is not a generalized eigenvalue of (A,B) (i.e. λ so that A− λB

is singular). Viewed as a function of t, we see

∂(ΞB,t(A))

∂t
= −((B − tA)−1(−A)(B − tA)−1)A

= ((B − tA)−1A)2 = (ΞB,t(A))2 .(8.4)

Thus, ΞB,t(A) is a solution of the simplest matrix Riccati equation

(8.5)
∂ΞB,t(A)

∂t
= (ΞB,t(A))2.

If B is nonsingular, ΞB,t(A) is the solution to the basic matrix Riccati equation
(8.5) with initial condition ΞB,0(A) = B−1A.

We consider the special cases of ΞB,t(A) relevant for the evolution equations

µt(A) = (I − tA)−1A and

νt(A) = (In−1,1 − tA)−1A .(8.6)

For these to be well-defined we require for µt that 1
t

is not an eigenvalue of A; while

for νt, we require that 1
t

is not a generalized eigenvalue of (A, In−1,1).
If B is nonsingular, then there is the relation

(8.7) ΞB,t(A) = ((I − tB−1A)−1(B−1A) ,

so that

ΞB,t(A) = µt(B
−1A) .

In particular, µt(A) is the basic solution of the matrix Riccati equation with initial
condition µ0(A) = A. We next observe two further properties of µt(A): i) it is a
“one-parameter”group of transformations (where we understand that it is defined
except for a finite set of values t), and ii) µt acts on the curves defined by ΞB,t(A).
These basic properties of these transformations are given by the following two
lemmas.

Lemma 8.3. If 1
t

and 1
(t+s) are not eigenvalues of A, then

µs(µt(A)) = µt+s(A) .
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Lemma 8.4. If 1
t

and 1
(t+s) are not generalized eigenvalues of (A, In−1,1), then

µs(ΞB,t(A)) = ΞB,t+s(A) .

Although Lemma 8.3 gives µt(A) as a one-parameter group, we will principally
be interested in the semi-group for t ≥ 0. Also, Lemma 8.4 has as a consequence,

µs(νt(A)) = νt+s(A) .

We give the proof for Lemma 8.3. That for Lemma 8.4 is similar.

Proof of Lemma 8.3. Let B = µt(A). First we observe that if 1
t

is not an eigenvalue
of A, then v is an eigenvector of A with eigenvalue α if and only if v is an eigenvector
for B with eigenvalue α(1− tα)−1. This follows because we may solve the equation
B = µt(A) to obtainA = B(I+tB)−1. Then, we directly see that v is an eigenvector
of A if and only if it is an eigenvector of B, with the eigenvalues related as claimed.

Next, we claim that 1
s

is not an eigenvalue for B. Otherwise, there is an eigen-

value α of A such that 1
s

= λ(1−tα)−1. However, solving for α we obtain α = 1
(t+s) ,

a contradiction. As 1
s

is not an eigenvalue for B, µs(B) is defined, and

µs(B) = (I − sB)−1B

= (I − s((I − tA)−1)A))−1((I − tA)−1)A)

= ((I − tA)(I − s((I − tA)−1)A))−1A

= ((I − tA)I − sA))−1A

= ((I − (t+ s)A)−1A = µs+t(A) .(8.8)

�

Proof of (8.2) and (8.3).
In terms of these Möbius transformations, we express the evolution of the radial

and edge shape operators under the radial flow and rewrite (8.2) and (8.3) as

(8.9) Sv′,t = µt(Sv)

and

(8.10) SE,v′,t = νt(SE,v) .

We next use the Lemmas to represent the evolution of the radial and edge shape
operators under the linking flow.

We use the same argument explained at the beginning of the proof of Proposition
7.7. To be specific, we first consider the radial shape operator in the neighborhood
of a non-edge point x0 ∈ Mi for some i. We consider the linking flow λt on each
half interval. Hence, by Proposition 7.4, provided 1

2t is not an eigenvalue of Srad
for 0 ≤ t ≤ 1

2 , then the evolved radial shape operator at time t = 1
2 has matrix

representation

(8.11) S
v′, 12

= µri
(Sv) = (I − χ(1

2 )Sv)−1Sv .

Now, as explained earlier, the linking flow beginning at time t = 1
2 can itself be

viewed as a radial flow from Bi with radial vector field U ′
i = (ℓi − ri)ui, except

again traveled at twice the speed t′ = 2(t − 1
2 ). Hence, we can apply Proposition
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8.1 to conclude for 1
2 ≤ t ≤ 1, that if 1

t′(ℓi−ri)
is not an eigenvalue of µri

(Sv), which

is equivalent to 1
χ(t) = 1

ri+2(t− 1
2 )(ℓi−ri)

not being an eigenvalue of Sv, then

Sv′′,t = µ2(t− 1
2 )(ℓi−ri)(Sv′, 12

)

which by Lemma 8.3 equals

= µri+2(t− 1
2 )(ℓi−ri)(Sv)

= (I − χ(t)Sv)−1Sv ,(8.12)

yielding (8.2).
A similar argument, but replacing (8.11) by

(8.13) S
v′, 12

= νri
(SE,v) = (In−1,1 − χ(1

2 )SE,v)−1SE,v ,

and then applying Lemma 8.4 yields instead (8.3).

Evolution of the Shape Operators under the Linking Flow. We obtain the
following corollaries describing the evolution of the radial and edge shape operators
under the linking flow from M (which we recall is the union of the Mi).

Corollary 8.5. Let x0 ∈M\∂M be a point on the closure of a manifold component
of M with U(x0) a smooth value in a neighborhood of x0 on this component. If 1

χ(t)

is not an eigenvalue of Sv for 0 ≤ t ≤ 1, then the linking flow is nonsingular and
the evolved radial shape operator on the level surface Bt = λt(Mi) in a neighborhood
of λt(x0) is given by

Sv′′,t = (I − χ(t)Sv)−1Sv .

Here v′′ is the image of the basis v under dψt(x0).

2.

Corollary 8.6. Let x0 ∈ ∂M be a point on the closure of an edge manifold compo-
nent of ∂M with U(x0) a smooth value in a neighborhood of x0 on this component.
If 1

χ(t) is not a generalized eigenvalue of (SE,v, In−1,1) for 0 < t ≤ 1, then the linking

flow is nonsingular and the radial shape operator on the level surface Bt = λt(Mi)
in a neighborhood of λt(x0) is given by

Sv′′,t = (In−1,1 − χ(t)SE,v)−1SE,v .

Here v′′ is the image of the basis v of Tx0∂M under dψt(x0).

2.

Shape Operator on the Linking Axis. As a consequence of the corollaries, we can
deduce the shape operator for the linking axisM0. Let x ∈M0, and suppose x′ ∈Mi

is a point for which the linking flow ends at x. Then, x = λ1(x
′) = x′ + Li(x

′),
for some choice of the linking vector field at x′. Then, to such a point there is the
corresponding point x′′ = ψ1(x

′) ∈ Bi. We then have a value of a radial vector field
U0 = −(ℓi − ri)ui at x ∈ M0, with ℓi, ri, and ui associated to the value Li(x

′).
This vector ends at x′′. We obtain a value of U0 at x for each such point in some
Mj linked at x. This defines a multi-valued vector field on M0.

Then, the associated unit vector field at x is u0 = −ui. Thus, the radial shape
operator for (M0, U0) at x ∈ M̃0, the “double of the linking axis” is the negative of
that for the stratum of M0, viewed as a level set of the linking flow from x′ ∈ Mi.
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Hence, by the corollaries we obtain the following calculation of the corresponding
radial shape operator.

Corollary 8.7. If x ∈ M0 is as in the above discussion, then the radial shape
operator for the skeletal structure (M0, U0) at x is given by either: if x′ is a non-
edge closure point, then with the notation of Corollary 8.5,

Sv′′,t = −(I − ℓiSv)−1Sv ;

or if x′ is an edge closure point, then with the notation of Corollary 8.6,

Sv′′,t = −(In−1,1 − ℓiSE,v)−1SE,v .

2.
Hence, any calculation which could be performed using the radial shape oper-

ators on M0 could be performed using the radial or edge shape operators on the
appropriate Mi.

9. Properties of Regions Defined Using the Linking Flow

We will next consider how the medial/skeletal linking structure {(Mi, Ui, ℓi)}
for a multi-region configuration Ω = {Ωi} in R

n+1 allows us to decompose the
region external to the configuration into sub-regions reflecting the positional rela-
tions between the individual regions. We referred to this in §3. We now provide
more details and terminology which we will employ in the next sections. We will
separately consider the unbounded and bounded cases.

Medial/Skeletal Linking Structures in the Unbounded Case. The principal
difference for the “unbounded case”, for which the configuration is considered in
R
n+1, is that the associated external regions which naturally reflect the positional

information are also usually unbounded. We begin by defining regions Ωi and Ωj
in the configuration that are linked via the linking structure, and introduce basic
notation using the linking flow λi on Ωi. We recall that a point x ∈ M̃i is linked
to a point x′ ∈ M̃j if for the corresponding values of the linking vector fields
x+ Li(x) = x′ + Lj(x

′), or equivalently λi(x) = λj(x
′). Then, by property L2) in

Definition 3.1, entire strata of M̃i are linked to entire strata of M̃j, or the images
of the strata remain disjoint under the linking flow.

Then, we introduce regions defined using the linking flow

Definition 9.1. For a skeletal linking structure {(Mi, Ui, ℓi)} for the configuration
Ω = {Ωi}, we define regions associated to the structure as follows:

i) Mi→j will denote the union of the strata of M̃i which are linked to strata

of M̃j , and we refer to it as the strata where Mi is linked to Mj (the strata

being in M̃i indicate on which “side”of Mi the linking occurs).
ii) Ωi→j = λi(Mi→j ×

[

0, 1
2

]

) denotes the region of Ωi linked to Ωj .

iii) Ni→j = λi(Mi→j ×
[

1
2 , 1
]

) denotes the linking neighborhood of Ωi linked to
Ωj .

iv) Bi→j = Ωi→j ∩ Ni→j is the boundary region of Bi linked to Bj .
v) Ri→j = Ωi→j ∪ Ni→j , is the total region for Ωi linked to Ωj .

In the case that the configuration in bounded within Ω̃, the regions will be those
for the corresponding bounded linking structure.
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Ω1

3Ω
2Ω

1→ 2N Ω1→ 2

Ω1

3Ω
2Ω

1→ 2N

Ω1→ 2

(a) (b)

Figure 24. Configuration of three regions with portions of the
regions Ω1 and Ω2 which are linked to each other (darkly shaded
regions are parts of Ω1→2 and Ω2→1), and their linking neighbor-
hoods (grey shaded regions are parts of N1→2 and N2→1). Then,
B1→2 is the portion of the boundary B1 where N1→2 meets Ω1→2,
while R1→2 is the union of the two regions N1→2 and Ω1→2. Note
that in the unbounded case in a), much of the linking in the infinite
region occurs between small parts of Ω1 and Ω2, and this would
not occur for a bounded linking structure in a bounded region as
in b) where a threshold is imposed.

We illustrate these regions in Figure 24.
Then, we make a few simple observations: first, by property L2) in Definition

3.1 of the skeletal linking structure, Ni→j ∩Nj→i will consist of a union of strata of
the linking axis M0 where the linking between Ωi and Ωj occurs; and second, the
regions for a fixed i but different j may intersect on the images under the linking
flow of strata where there is linking between Ωi and two or more other regions.

Next, strata of Mi may involve self-linking. We will still use the notation Mi→i,
Ωi→i, etc for the strata, regions etc. involving self-linking. Then, Ni→i will intersect
Ni→j on strata where partial linking occurs. Finally the remaining strata in M̃i lie
in Mi∞, which consists of the union of strata which are unlinked. Then, property
L4) of Definition 3.1 of skeletal linking structure requires that the global radial
flow from the union of the N+|Mi∞ defines a diffeomorphism to the complement of
the linking flows (see e.g. Figure 12). We then also let Ωi∞, Ni∞, Bi∞ and Ri∞

denote the corresponding regions for Mi∞.
Then, we have the decompositions

(9.1) Ωi = (∪j 6=iΩi→j)∪Ωi→i ∪Ωi∞ with (∪j 6=iΩi→j ∪Ωi→i)∩Ωi∞ = ∅ ,

but the various Ωi→j and/or Ωi→i may have non-empty intersections, as explained

above. There are analogous decompositions for M̃i and Bi. Also, we denote the
total linking neighborhood by Ni = ∪j 6=iNi→j . Then, Ni ∪ Ni→i ∪Ni∞ is the total
neighborhood of Ωi (in the complement of the configuration), whose interior consists
of points external to the configuration which are closest to Ωi.

Using the notation of §3, Bi 0 denotes the portion of the boundary Bi not shared
with any other region. We recall that the strata in Bi\Bi 0, are of the form Bi j,
which are boundary strata shared with the boundary of another Ωj . Then, on the
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strata of M̃i corresponding to these strata, the linking flow is constant in t for
1
2 ≤ t ≤ 1, remaining at the shared boundary region. Hence, Ni at these points
only consists of boundary points of Bi\Bi 0. Off of these points we can describe
the structure of Ni using the linking flow. We summarize the consequences of the
properties of the linking flow for the various regions.

Corollary 9.2. For a configuration of regions Ω = {Ωi} with skeletal linking struc-
ture {(Mi, Ui, ℓi)}, there are the following properties for each region associated to
Ωi:

1) Ωi\Mi is fibered by the level sets of the linking flow for 0 < t ≤ 1
2 ;

2) Ni\(Bi\Bi 0) is fibered by the level sets of the linking flow for 1
2 ≤ t ≤ 1;

3) Ni→i\M0 is fibered by the level sets of the linking flow for 1
2 ≤ t < 1; and

4) Ni∞ is fibered by the level sets of the radial flow for 1 ≤ t <∞ .

For each of these fibrations, the fibers are stratified manifolds.
Furthermore, the evolving radial shape operator for 0 < t ≤ 1 under the linking

flow is given by Corollaries 8.5 and 8.6.

Proof. First, the nonsingularity of the linking flow (linking condition (L2)) gives

two cases: i) for each stratum Si k of M̃i, which corresponds to a stratum of Bi 0
the linking flow defines a piecewise smooth diffeomorphism λi : Si k × (0, 1] → Ri k,
where Ri k denotes the image; and ii) if Si k corresponds to a stratum of Bi\Bi 0,
then only λi : Si k × (0, 1

2 ] → Ωi is a smooth diffeomorphism onto its image; and

λi : Si k × [12 , 1] → Ωi is constant in t and has as image a stratum in the boundary
Bi.

Thus, in either of the two cases, the restriction of the flow to the subset Si j×(0, 1
2 ]

is a smooth diffeomorphism, and we obtain the radial flow (at double speed), so the
image is the union of the level sets for each stratum giving a level set of the radial
flow Bi t. This is a global stratawise diffeomorphism and gives a fibration of Ωi\Mi

by Theorem 2.5 on [D1].
Again in the first case, for Si k a stratum of Mi→j which is associated to Bi 0, the

restriction of the linking flow to Si k× [ 12 , 1] is a smooth diffeomorphism. The union
of these two parts of the linking flows then defines a global stratawise piecewise
smooth diffeomorphism with image Ni\(Bi\Bi0). However, if we consider Mi→i,
then more than one stratum will have as image at t = 1 the same stratum of M0,
so it will only be a diffeomorphism for 1

2 ≤ t < 1.
Lastly, by Proposition 14.11, on strata of Mi∞ the radial flow will satisfy the

radial or edge curvatures conditions for all t > 0 and defines a global diffeomorphism
ψi : Si k× [1,∞) onto its image. By the same proposition, these fit together to form
a global stratawise diffeomorphism Mi∞ × [1,∞) ≃ Ni∞.

Furthermore, by Proposition 8.1, the linking curvature or linking edge condition
is satisfied at each point as appropriate. Then, this also implies that the radial
curvature or edge curvature conditions, as appropriate, are also satisfied. Hence,
Corollaries 8.5 or 8.6 apply, yielding the stated form. �

Regions for the Full Blum Linking Structure. If we use instead the full Blum linking
structure for a general configuration, we point out the modification of Corollary 9.2.
By Theorem 4.5, the Blum medial axis Mi in the interior of each Ωi has closure
containing edge-corner points of Ωi (Pk or the singular Qk points for all k). At
these points, the Blum medial axis has the local edge-corner normal form given
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in Definition 4.4. Because of this normal form, the radial flow still gives a local
fibration structure in a neighborhood of the edge-corner points, provided we exclude
those points from the boundary. Hence, the radial flow from the medial axis in the
interior defines a fibration structure for Ωi\Cl(Mi). The remaining properties of
Corollary 9.2 then remain true because for 2), Bi\Bi 0 contains the edge corner
points and is removed. For both 3) and 4), the edge-corner points do not play a
role.

For the special case of a configuration of disjoint regions with smooth boundaries,
the Blum medial linking structure is a skeletal linking structure, so no modifications
of the conclusions of Corollary 9.2 are required.

We next consider the bounded case.

Medial/Skeletal Linking Structures for the Bounded Case. For the bounded

case we suppose that the configuration lies in the interior of a region Ω̃ whose bound-
ary ∂Ω̃ is transverse to the stratification of M0 and to the linking vectors on M (i.e.
in the linking region, and including the extension of the radial lines from M∞, the
linking line segments or extended radial lines are tranverse to the (limiting) tan-

gent spaces at points of ∂Ω̃). As explained in Remark 4.19, we can alter the linking
vector field either by truncating it or defining it on M∞ and then refining the strat-
ification so that on appropriate strata the linking vector field ends at ∂Ω̃. It is now
defined on all of Mi for all i > 0. Because we are either reducing ℓi, or defining Li
on Mi∞, the linking flow is still nonsingular, so we have corresponding properties
from Corollary 9.2, except that for properties 2), 3), and 4) the linking flow and

corresponding regions Ni→j , Ni∞, and Ri→j may only extend to ∂Ω̃. Also, we still
obtain the same formulas for the evolution of the radial shape operators for those
level sets of the linking flow while they remain within int (Ω̃).

Thus, we have compact versions of the regions defined for the unbounded case.
To construct these regions, there are a number of different possibilities.

Possibilities for a Bounded Region Ω̃. :

Bounding Box or Bounding Convex Region:
A bounding box requires a center and directions and sizes for the edges of the

box. For this, we would need to first normalize the center and directions for the
sides of the box and then normalize the sizes of the edges either using a fixed size
or one based on features sizes of the configuration. An example of a bounding
box and the resulting linking structure is shown in Figure 25 (a). For another
convex bounding region such as a bounding sphere, because of the symmetry, it is
only necessary to normalize the center, and then either fix the radius or base it on
the feature sizes. For any convex region Ω̃ with piecewise smooth boundary, the
limiting tangent planes of ∂Ω̃ are supporting hyperplanes for Ω̃. Hence any line in
the tangent plane lies outside int (Ω̃). Thus, the radial lines from regions in the
configuration will meet the boundary transversely (including the limiting tangent
planes at singular points).

Convex Hull:
The smallest convex region which contains a configuration is the convex hull of

the configuration. For a generic configuration, the convex hull consists of the regions
Bi∞ together with the truncated envelope of the family of degenerate supporting
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(a) (b)

Figure 25. a) Bounding box with curved corners containing
a configuration of three regions and b) (a priori given) intrinsic
bounding region for the same configuration. The linking structure
is either extended to the boundary (in the region bounded by the
darker lines on the boundary for Mi∞) or truncated at the bound-
ary.

hyperplanes which meet the configuration with a degenerate tangency or at multiple
points.

For a) of Figure 12 in § 4, which is a configuration in R
2, the envelope consists

of line segments joining the doubly tangent points corresponding to the points in
the spherical axis (b) of Figure 12.

In R
3, the envelope consists of a triangular portion of a triply tangent plane,

with line segments joining pairs of points with a bitangent supporting plane, and
a decreasing family of segments ending at a degenerate point (see Example 4.10 in
§ 4).

Intrinsic Bounding Region:
If the configuration is naturally contained in an (a priori given) intrinsic region,

which is modeled by Ω̃, then provided that the extensions of the radial lines intersect
∂Ω̃ transversely, then we can modify the linking structure as in the convex case to
have it defined on all of the Mi, and terminating at ∂Ω̃, if linking has not already
occurred (see e.g. Figure 25 (b)).

Threshold for Linking:
The external region can be bounded by placing a threshold τ on the ℓi so that

the Li remain in a bounded region. This can be done in two different ways. An
absolute threshold restricts the external regions to those arising from linking vector
fields with ℓi ≤ τ ; and a truncated threshold restricts to a bounded region formed
by replacing ℓi by ℓ′i = min{ℓi, τ}. For the first type, only part of the region would
have an external linking neighborhood; while in the second, the entire region would.
As for the convex case, since we are replacing ℓi by smaller values, the linking flow
will remain nonsingular. We obtain modified versions of the regions lying in a
bounded region (see e.g. Figures 24 or 27).
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Remark 9.3. If the configuration is subjected to a transformation formed from a
translation, rotation, and scaling, then we would like the associated bounded region
Ω̃ to be sent to the corresponding bounded region for the resulting image configu-
ration. Provided we also scale the length of vectors, a skeletal linking structure will
be sent by such mappings to a skeletal linking structure for the image configuration.
This is also true for a Blum linking structure. Thus, it is only necessary that the
associated bounding region is constructed from geometric data from the configura-
tion. For the convex hull this is true. For an intrinsic bounding region, we would
require that the transformations send one intrinsic bounding region to another.
This will also happen for bounding boxes, etc or thresholds provided any reference
points, directions of edges, and lengths are determined by the configuration.

10. Global Geometry via Medial and Skeletal Linking Integrals

We are now ready to use the regions we have defined for a configuration to
introduce quantitative invariants measuring positional geometry for configurations.
We do so in terms of integrals which are defined on the skeletal sets for the individual
regions using the shape operators defined from the linking structure.

Defining Medial and Skeletal Linking Integrals. We begin by considering a
medial or skeletal linking structure {(Mi, Ui, ℓi)} for a multi-region configuration
Ω = {Ωi} in R

n+1. We recall from §3 that we introduced the notation that M =
∐

i>0Mi denotes the disjoint union of the Mi for each region Ωi for i > 0. Each

Mi has its double M̃i, and we also introduced the double M̃ for the configuration
by M̃ =

∐

i>0 M̃i. For each i > 0, there is a canonical finite-to-one projection

πi : M̃i → Mi, mapping (x, U(x)) 7→ x. The union of these defines a canonical

projection π : M̃ →M , such that π|M̃i = πi for each i > 0.
Even though Ω is defined via an embedding Φ : ∆ → R

n+1, we will define
the integrals directly using the skeletal linking structure for Ω. We will define the
skeletal integral on M̃ for a multi-valued function g : M → R, by which we mean
for any x ∈ Mi, g may have a different value for each different value of Ui at x.
Such a g pulls-back via π to a well-defined map g̃ : M̃ → R so that g ◦ π = g̃.

To define the integrals we use an especially suited positive Borel measure on
M̃ . The Borel measures are defined separately for each M̃i and then together
they give the Borel measure on M̃ . The existence of the corresponding positive
Borel measures dMi on each M̃i for each i > 0 follows from Proposition 3.2 of
[D4]. We briefly recall how they are defined. We cover Mi by a finite union of
paved neighborhoods {Wk}. We recall from §3 (see also [D4, §3]) that for a “paved
neighborhood” we mean an open Wk whose closure may be decomposed into a
finite number of connected smooth manifolds with boundaries and corners Mαj

which only meet along boundary facets, see e.g. Figure 6, and each value of U is
defined smoothly on Mαj

.

The measure is defined by defining the integrals of continuous functions on M̃
and using the Riesz representation theorem. By a partition of unity argument as in
e.g. [LS, Chap. 10] or [Sp, Vol. 1, Chap. 8], it is enough to define the integral for

one such regionMαj
. We let M

(k)
αj , k = 1, 2, denote the inverse images of Mαj

under

the canonical projection map πi : M̃i →Mi. Each M
(k)
αj is a copy of Mαj

, with the
smooth value of Ui associated to the copy. For each copy we let dMj i = ρj idVi,
where dVi is the Riemannian volume on Mαj

and ρj i = uk j · nk j where uk j is a
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value of the unit vector field corresponding to the smooth value of Uk j for M
(k)
αj

and nk j is the normal unit vector pointing on the same side as Uk j .

By a partition of unity argument, we obtain integrals of continuous functions h̃
on M̃i. Then, by the Riesz representation theorem, there is a regular positive Borel
measure dMi on M̃i so that integration extends to Borel measurable functions h̃
on M̃i, given by the integral with respect to this measure, see [D4, §3].

Then, for a multivalued function g on Mαj
, the integral of g is, by definition,

the sum of the integrals of the corresponding values of g over each copy M
(k)
αj with

respect to the medial measure dMk j . For Borel measurable functions g̃ on M̃i

obtained (as above) by composing g with πi, this gives a well-defined integral with

respect to the Borel measure dMi on M̃i.
Then, the distinct Borel measures on dMi on M̃i together define a regular positive

Borel measure dM on M̃ ; and the integral of a Borel measurable multi-valued
function g on M is defined to be

(10.1)

∫

M̃

g dM =
∑

i>0

∫

M̃i

g̃ dMi,

where each integral on the RHS is the integral of g̃ over M̃i with respect to the
Borel measure dMi, and it can be viewed as an integral of g over “both sides of
Mi”.

A Blum medial linking structure for a configuration of disjoint regions is itself
a skeletal structure, so the integral makes sense for such configurations. We re-
fer to the integrals in (10.1) as medial or skeletal linking integrals, depending on
whether the linking structure is a Blum medial linking structure or a skeletal linking
structure.

In the results that follow, just as in the preceding definition, we will be adapting
the arguments given in [D4] for a single region to the individual regions of the
configuration. Consequently, we will frequently outline the arguments and refer to
the specific proofs in [D4] for the details.

Blum Medial Linking Integrals for General Configurations.
For a general configuration with a full Blum linking structure, the Blum medial

axis extends to the boundary; and its closure contains the edge-corner points of each
Ωi. We briefly explain how the preceding definition of the integral can be extended
to this case. We now include the edge-corner points as points of the medial axis
Mi, so that it is still compact. The double M̃i is defined as before, except that
there is only a single point lying over each edge-corner point, just as for the edge
points of the medial axis in the smooth case. Again M̃i is a compact (and locally
compact) Hausdorff space. Also, because there is the edge-corner normal form for
the medial axis in the neighborhood of any edge-corner point, we can again give a
paved neighborhood of any such point, in the sense of [D4, §3].

We can then define an integral of a multi-valued function g on Mi just as for
skeletal structures using a partition of unity and paved neighborhoods. As in the
preceding, there is a unique regular positive Borel measure dMi on M̃i so that the
integral of g on Mi is the integral of g̃ with respect to the measure dMi on M̃i.
We shall refer to this measure as the skeletal (or medial) measure on M̃i. Locally
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the measure still has the form dMi = ρidVi, except now ρi vanishes on the edge-
corner points. In this case, we still refer to the integrals in (10.1) as medial linking
integrals.

Computing Boundary Integrals via Medial Linking Integrals. So far the
integrals which we have just defined only depend on the skeletal structures for the
individual regions. We now show how, by using the linking flow, we may express
integrals of functions on B or functions on R

n+1 as medial or skeletal integrals over
the skeletal sets.

Representing Integrals of Functions on B as Medial Integrals. First, we consider a
Borel measurable function g : B → R, integrable for volume measure on B, which
is allowed to be multi-valued in the sense that for any k-edge-corner point x ∈ B,
g may take distinct values for each region Ωi, i > 0, containing x on its boundary.
Thus, for a shared boundary region Bi j = Bi ∩ Bj , g may take different values for
each region Ωi or Ωj (so the values on Bi j for each Ωi define a Borel measurable and
integrable function on Bi j and on Bi 0 = Bi\∪j 6=iBj). For example, such a function
might represent a physical quantity such as a density of the boundary region which
may differ for each region Ωi and hence give two possible values on shared regions
such as Bi j . By the integral of such a multi-valued function g over B we mean

∫

B

g dV =
∑

i6=j, i,j≥0

∫

Bi j

gi j dV

where gi j denotes the values of g on Bi j for Ωi and dV denotes the n-dimensional
Riemannian volume on each Bi. This includes both Bi 0 and Bi∞ so the integral is
over the complete boundaries of all regions.

Then, for the time-one radial flow map ψi 1 : M̃i → Bi, we define g̃ : Mi → R

by g̃ = g ◦ ψi 1, where the value on Bi j is the value associated to Ωi. Then, g̃ is a
multi-valued Borel measurable function on Mi.

We may compute the integral of g over B by the following result.

Theorem 10.1. Let Ω be a multi-region configuration with (full) Blum linking
structure. If g : B → R is a multi-valued Borel measurable and integrable function,
then

(10.2)

∫

B

g dV =

∫

M̃

g̃ det(I − riSrad) dM

where ri is the radius function of each M̃i.

Proof. In the case of a configuration of disjoint regions with smooth boundaries,
for each region Ωi, g is a well-defined function on Bi and we may apply Theorem
4.1 of [D4] to conclude

(10.3)

∫

Bi

g dV =

∫

M̃i

g̃ det(I − riSrad) dMi .

Summing (10.3) over i > 0 gives the result in this case.
Next for a general configuration, we first consider a single region Ωi in it. We

may apply the proof of [D4, Thm 4.1] to one of the regions Mi α with a given
smooth value of Ui on it. If Mi α meets the edge-corner strata, it does so on its

boundary. Let B
(j)
i α = ψi 1(M

(j)
i α ) for the given values for Ui. Then, ψi 1|M

(j)
i α is

a homeomorphism to B
(j)
i α , and ψi 1 is nonsingular on the interior of Mi α. Thus,



56 JAMES DAMON AND ELLEN GASPAROVIC

we can still apply the change of variables formula for multiple integrals. Hence,
applying the proof of [D4, Thm 4.1] we obtain

(10.4)

∫

Bi α

g dV =

∫

M̃i α

g̃ det(I − riSrad) dMi .

Then, we can first sum (10.4) over the M
(j)
i α which form a paved neighborhood, to

obtain the result on paved neighborhoods, and then use the partition of unity to
obtain (10.3). �

In the case of a skeletal structure, there is a form of Theorem 10.1 which still
applies. For each region Ωi, with i > 0, let R̃i denote a Borel measurable region
of M̃i which under the radial flow maps to a Borel measurable region Ri of Bi.
Let R = ∪iRi and R̃ = ∪iR̃i. We suppose that the skeletal structure satisfies the
“partial Blum condition” on R̃, by which we mean: for each i, the compatibility
1-form ηUi

vanishes on R̃i (recall this means that the radial vector Ui at points of

x ∈ R̃i is orthogonal to Bi at the point where it meets the boundary). Note that
for a skeletal structure this forces R to be contained in the complement of Bsing.

Then, there is the following analogue of Theorem 10.1.

Corollary 10.2. Let Ω be a multi-region configuration with skeletal linking struc-
ture which satisfies the partial Blum condition on the region R̃ ⊂ M̃ , with image R
under ψ1. If g : R → R is a multi-valued Borel measurable and integrable function,
then

(10.5)

∫

R

g dV =

∫

eR

g̃ det(I − riSrad) dM .

Proof. We again follow the proof of Theorem 4.1 in [D4]. We let χR denote the
characteristic function of the region R on B (so it equals 1 on R and 0 off R), and
we replace g by g′ = χR · g. Then the integral of g over R equals that of g′ over B.

We may cover R by paved neighborhoods whose images lie in the smooth strata

of B, and paved neighborhoods which miss R. For each M
(j)
i α which appears in one

of the paved neighborhoods meeting R, we apply the proof of Theorem 4.1 in [D4].

By the partial Blum condition U
(j)
i is normal to B

(j)
i α at ψi 1(x) for x ∈ R̃ ∩M

(j)
i α ;

thus

g′ dψ∗
i 1(dV ) =

{

0 x /∈ R̃,

g̃ det(I − riSrad) dM x ∈ R̃.

Thus,

(10.6)

∫

R∩B
(j)
i α

g dV =

∫

eR∩M
(j)
i α

g̃ det(I − riSrad) dM ,

yielding the result on M
(j)
i α . Then, we may follow the reasoning in the proof of [D4,

Thm. 4.1] to obtain the conclusion. �

Volumes of Regions in B. We give one application of Theorem 10.1 to computing
the n-dimensional volume of B. There are two possible meanings for this. The
“complete volume” includes the volume of each Bi, counting that of each shared
boundary Bi j for both Bi and Bj . The other “partial volume”counts the shared
boundaries only once. We may compute the complete volume by applying Theorem
10.1 to g ≡ 1.
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Corollary 10.3. Let Ω be a multi-region configuration with (full) Blum medial
linking structure. Then the complete volume of B is given by

(10.7) complete n-dim vol (B) =

∫

M̃

det(I − riSrad) dM .

2

For the partial volume, we linearly order the boundaries Bi, letting “≻” denote
the ordering, and define the multi-valued function 1̌ on B so that for Bi, 1̌ equals
1 except on the strata Bi j with Bj ≻ Bi, where instead it equals 0. This is the
characteristic function for a region in B that corresponds under the radial flow to a
region M̌ ⊂ M̃ , which is the union of M̌i ⊂ M̃i. Thus, by applying Theorem 10.1
to 1̌ we obtain the following.

Corollary 10.4. Let Ω be a multi-region configuration with (full) Blum medial
linking structure. Then, the partial volume of B is given by

(10.8) partial n-dim vol (B) =

∫

M̌

det(I − riSrad) dM .

2

Remark 10.5. There is an analogous result for a region R ⊂ B which is the image
of a region R̃ ⊂ M̃ under the radial flow. If the configuration is modeled by a
skeletal linking structure which satisfies the partial Blum condition on R̃, then the
(complete) volume of R is given by

∫

R̃
det(I − riSrad) dM .

We may expand det(I − tSrad) =
∑n

j=0(−1)jσjt
j , where σj is the j-th ele-

mentary symmetric function in the principal radial curvatures κi. Applying the
formulas, we may write the integrals as a sum of integrals (−1)j

∫

g̃σj r
j
i dM , which

are “moment integrals” of the functions g̃σj with respect to the radial functions.
Examples of these explicit integrals for a single region can be found in [D4, §6.1];
for configurations of regions the integrands have the same forms.

Computing Integrals as Skeletal Linking Integrals via the Linking Flow.
Next we turn to the problem of computing integrals over regions which may be
partially or completely in the external region of the configuration. Quite generally
we consider a Borel measurable and Lebesgue integrable function g : R

n+1 → R

with compact support. We shall see that we can compute the integral of g as a
skeletal linking integral of an appropriate related function.

Since we are in the unbounded case, we first modify the skeletal linking structure
by defining ℓi on Mi∞ to be ℓi = ∞. By Proposition 14.11, the linking flow on
Mi∞ is a diffeomorphism for 0 ≤ t <∞(= ℓi).

Next, we first replace the linking flow by a simpler elementary linking flow defined
by λ′t(x) = x + tui, for 0 ≤ t ≤ ℓi (or < ∞ if ℓi = ∞). The elementary linking
flow is again along the lines determined by the linking vector field Li; however, the
rate of flow differs from that for the usual linking flow. This means that the level
surfaces will differ, although the image of strata under the elementary linking flow
agrees with that for the linking flow. In addition, as the linking flow is nonsingular,
Proposition 8.1 implies that the linking curvature and edge conditions are satisfied.
Then, for the linking vector field, viewed as a radial vector field, the radial curvature
and edge curvature conditions are satisfied, and hence imply the nonsingularity of
the elementary linking flow.
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Then, using the elementary linking flow, we can compute the integral of g as a
skeletal linking integral. We define a multi-valued function g̃ on M as follows: for
x ∈Mi with associated smooth value Ui and linking vector Li in the same direction
as Ui (so (x, Ui) ∈ M̃i),

(10.9) g̃(x)
def
=

∫ ℓi

0

g(λ′t(x)) det(I − tSrad) dt

provided the integral is defined. Then, we have the following formula for the integral
of g as a skeletal linking integral.

Theorem 10.6. Let Ω be a multi-region configuration in R
n+1 with a skeletal

linking structure. If g : R
n+1 → R is a Borel measurable and Lebesgue integrable

function with compact support, then g̃(x) is defined for almost all x ∈ M̃ , it is

integrable on M̃ , and

(10.10)

∫

Rn+1

g dV =

∫

M̃

g̃ dM .

Remark 10.7. If we compare this formula with that given for a single region in
Theorem 6.1 of [D4], we notice they have a slightly different form. However, as
noted in Remark 6.2 of that paper, it is possible to use a change of coordinates
t′ = ℓit to rewrite

(10.11) g̃(x) = ℓi

∫ 1

0

g(x+ t′Li) det(I − t′ℓiSrad) dt
′ ,

which agrees with the form given there. We will use the same change of coordinates
to rewrite the formula differently below. In proving the theorem we will find it useful
to first reduce it to the integral for a modified linking structure over a bounded
region.

Reducing to Integrals for Bounded Skeletal Linking Structures. We relate the un-
bounded skeletal structure to a bounded one. We let Q = supp (g), which is com-

pact. We may find a compact convex region Ω̃ with smooth boundary containing
both the configuration Ω and Q. Then, we can modify the linking structure by
reducing the Li so it is truncated by ∂Ω̃ and defining Li on Mi∞ as the extensions
of the radial vectors to where they meet ∂Ω̃. Because the extended radial lines are
transverse to ∂Ω̃, the new values of ℓi, which we denote by ℓ′i, remain smooth on
the strata of each Mi. We also let L′

i = ℓ′iui, with ui denoting the unit vector in the
same direction as Li, be the corresponding linking vector. As ℓ′i ≤ ℓi, the linking

flow remains nonsingular on all strata of M̃ .
First, we may express

(10.12)

∫

Rn+1

g dV =

∫

Ω̃

g dV

This allows us to reduce the proof of Theorem 10.6 to the case of the bounded
integral on the RHS of (10.12) using the bounded linking structure on Ω̃.

Proof of Theorem 10.6. For the proof, we first also reduce the integral on the RHS
of (10.10) as an integral over the bounded region. Since the intersection of supp (g)
with the linking line segment {tui : 0 ≤ t < ℓi} lies in {tui : 0 ≤ t < ℓ′i},

(10.13) g̃(x) =

∫ ℓ′i

0

g(λ′t(x)) det(I − tSrad) dt .
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By the change of coordinates t = ℓ′it
′, we obtain

(10.14) g̃(x) = ℓ′i

∫ 1

0

g(x+ t′L′
i) det(I − t′ℓ′iSrad) dt

′ .

Then, (10.10) reduces to computing the integral in the RHS of (10.10) using the
bounded structure as an integral of (10.14). Also, as the elementary linking flow is
still one-one on each linking line, the elementary linking flow λ′i is still a homeomor-

phism on any of the regions M
(j)
i α . Also, by the preceding discussion the elementary

linking flow is also nonsingular on the interior of M
(j)
i α × [0, 1] with image in R

n+1,

denoted R
(j)
i α . Thus, using the change of variables formula for multiple integrals

and the argument proving Theorem 6.1 in [D4], we obtain

(10.15)

∫

R
(j)
i α

g dV =

∫

M
(j)
i α

g̃(x) dt′ .

where g̃(x) is given by (10.14), which is the same as (10.9).
Thus, we may follow the reasoning from the proof of Theorem 6.1 in [D4] to

complete the proof. �

As an immediate consequence of Theorem 10.6 we can deduce the following. Let

gQ(x) =

∫ ℓ′i

0

g(λ′t(x))χQ(λ′t(x)) det(I − tSrad,i) dt .

Corollary 10.8. Let Ω be a multi-region configuration with skeletal linking struc-
ture. Suppose that Q ⊂ R

n+1 is a compact subset and g : R
n+1 → R is a Borel

measurable and Lebesque integrable function on Q. Then,

(10.16)

∫

Q

g dV =

∫

M̃

gQ dM .

The proof is an immediate consequence of Theorem 10.6 applied to χQ · g. 2

In the special case where g ≡ 1, we obtain an analogue of the Crofton formula.
For a compact subset Q ⊂ R

n+1 and each x ∈ M̃i, we define the multi-valued
function

mQ(x) =

∫ ℓi

0

χQ(x + tLi(x)) det(I − tSrad) dt .

We can view mQ(x) as a weighted 1-dimensional measure of the intersection of Q
with the linking line from x determined by Li(x).

Corollary 10.9 (Crofton Type Formula). Let Ω be a multi-region configuration
with skeletal linking structure. Suppose Q ⊂ R

n+1 is a compact subset. Then,

(10.17) vol (Q) =

∫

M̃

mQ(x) dM .

2

Decomposition of a Global Integral using the Linking Flow. We next decompose
the integral on the RHS of (10.16) using the alternative integral representation of
g̃ using the linking flow. We do so by applying the change of variables formula to
relate the elementary linking flow λ′ with the linking flow λ, both of which flow
along the linking lines but at different linear rates.
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We define

g̃int(x) =

∫ ri

0

g(x+ tui) det(I − tSrad) dt and

g̃ext(x) =

∫ ℓi

ri

g(x+ tui) det(I − tSrad) dt.(10.18)

These may be alternately written using a change of coordinates as

(10.19) g̃int(x) = ri

∫ 1

0

g(x+ triui) det(I − triSrad) dt .

and
(10.20)

g̃ext(x) = (ℓi − ri)

∫ 1

0

g(x+ (ri + t(ℓi − ri))ui) det(I − (ri + t(ℓi − ri))Srad) dt .

Then, we may decompose
∫

g as follows.

Corollary 10.10. Let Ω be a multi-region configuration in R
n+1 with a skeletal

linking structure. If g : R
n+1 → R is a Borel measurable and Lebesgue integrable

function with compact support, then, g̃int(x) and g̃ext(x) are defined for almost all

x ∈ M̃ , they are integrable on M̃ , and

(10.21)

∫

Rn+1

g dV =

∫

M̃

g̃int dM +

∫

M̃

g̃ext dM ,

where

(10.22)

∫

M̃

g̃int dM =
∑

i,j>0

∫

Mi→j

g̃int dM +
∑

i>0

∫

Mi ∞

g̃int dM ,

with an analogous formula with gint replaced by gext everywhere in (10.22).

The first integral on the RHS of (10.21) is the “interior integral” of g within
the configuration using the radial flow, and the second integral is the“external
integral” computed using the linking flow outside of the configuration. Then we
may decompose each of these integrals using (10.22) into integrals over the distinct
linking regions as illustrated in Figure 26

Proof. For (10.21) we may just apply Theorem 10.6 and compute the RHS of (10.11)
as a sum of two integrals by writing (10.9) as a sum of two integrals to obtain

g̃ = g̃int + g̃ext. That they are defined for almost all x ∈ M̃ follows from an
application of Fubini’s Theorem as in the proof of Theorem 6.1 in [D4]. This
decomposes the linking flow into the parts both before and after the flow reaches
the boundary.

For (10.22), we use that M̃ is a union of Mi→j for i, j > 0 and Mi∞ for i > 0.
These are unions of strata which form n-dimensional stratified sets, and hence are
Borel sets of dimension n. Also, any two of these intersect on a union of strata of
dimension < n which have measure 0 in M̃ . Thus,

∫

M̃

gint dV =
∑

i,j>0

∫

Mi→j

gint dV +
∑

i>0

∫

Mi ∞

gint dM .

This yields (10.22) with an analogous formula for gext. �
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Q

a) b)

Figure 26. The decomposition of the integral over a region
Q outlined in a) is given as the sum of integrals over regions in
b) obtained by the subdivision of Q by the linking axis and the
three linking lines to the branch point of the linking axis. Each
Qi j ⊂ Ri→j (or in general including Qi∞ ⊂ Ri∞) in the figure
consists of the darker region inside the subregion Ωi→j together
with the portion of Q in the linking neighborhood Ni→j . The inte-
gral can then be expressed by Corollary 10.10 as sums of internal
and external integrals over the Mi→j and Mi∞.

Skeletal Linking Integral Formulas for Global Invariants. We now express
the volumes of regions associated to the linking structure as skeletal linking in-
tegrals. We may apply the same reasoning as in Corollary 10.9, using Corollary
10.10 to compute the volumes of compact measurable regions Q ⊂ R

n+1 as a sum
of internal and external integrals. We consider a specific application for linking
regions.

For these calculations we will use the expression

(10.23) I(t)
def
=

∫ t

0

det(I − tSrad) dt =

n
∑

j=0

(−1)j

j + 1
σjt

j+1 .

Volumes of Linking Regions as Skeletal Integrals. We consider a multi-region con-
figuration with a bounded skeletal linking structure.

Corollary 10.11. Let Ω ⊂ Ω̃ be a multi-region configuration with a bounded skele-
tal linking structure. Then,

vol (Ni→j) =

∫

M̃i→j

I(ℓi) − I(ri) dM and vol (Ωi→j) =

∫

Mi→j

I(ri) dM

vol (Ni∞) =

∫

Mi ∞

I(ℓi) − I(ri) dM and vol (Ωi∞) =

∫

Mi ∞

I(ri) dM .

(10.24)

It then follows that we can compute the volumetric invariants of the various link-
ing regions such as Ri→j , Ni, etc. using skeletal linking integrals of the polynomials
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I(ℓi) or I(ri). For example,

(10.25) vol (Ri→j) =

∫

Mi→j

I(ℓi) dM ,

with an analogous formula for vol (Ri∞).
As a consequence, we obtain generalizations of both Weyl’s formula for volumes

of tubes [W] and Steiner’s formula, see e.g. [Gr].

Corollary 10.12 (Generalized Weyl’s Formula). Let Ω ⊂ Ω̃ be a multi-region
configuration with a bounded skeletal linking structure. Then,

(10.26) vol (Ωi) =

∫

M̃i

I(ri) dM .

The sense in which this generalizes Weyl’s formula is explained for the case of
a single region with smooth boundary in [D4, §6, 7]. For Steiner’s formula, we
note that as explained in §9, Ni ∪ Ni→i ∪ Ni∞ represents the total neighborhood
of Ωi, which is the region about Ωi extending along the linking lines. This is a
generalization of a partial tubular neighborhood about a region which depends on
the specific type of bounding region (see Figure 27).

Corollary 10.13 (Generalized Steiner’s Formula). Let Ω ⊂ Ω̃ be a multi-region
configuration with a bounded skeletal linking structure. Then,

(10.27) vol (Ni ∪ Ni→i ∪ Ni∞) =

∫

M̃

I(ℓi) − I(ri) dM .

a) b) c)

Figure 27. Examples of a total neighborhood Ni ∪Ni→i ∪Ni∞

for a region Ωi, to which the generalized Steiner’s formula applies:
a) absolute threshold; b) bounding box; and c) convex hull.

Both of these results are immediate consequences of Corollary 10.11. 2

Proof of Corollary 10.11. In each case, it is sufficient to apply Corollary 10.10. For
example, for Ni→j , we apply the theorem to g = χNi→j

, whose integral equals
vol (Ni→j). The internal integral is zero and to compute the external integral, the
characteristic function is ≡ 1 on the external part of the linking lines so we obtain
using (10.23) that g̃ext = I(ℓi) − I(ri) at points of Mi→j and 0 otherwise. Thus,
the integral is as stated. �

We next turn to defining the positional geometric invariants in terms of volumes
of regions.
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11. Positional Geometric Properties of Multi-Region Configurations

We consider a configuration Ω = {Ωi} ⊂ Ω̃, in the bounding region Ω̃ with a
bounded skeletal linking structure. We will now use the linking structure to inves-
tigate the positional geometry of the configuration. First, we use it to determine
which of the regions should be regarded as neighboring regions. Then, we use the
regions associated to the linking structure to define invariants which measure the
closeness of such neighboring regions. We further introduce invariants measuring
“positional significance”of regions for the configuration. These allow us to identify
which regions are central to the configuration and which ones are peripheral. Then,
we construct a tiered linking graph, with vertices representing the regions, and edges
between neighboring regions, with the closeness and significance values assigned to
the edges, resp. vertices. By applying threshold values to this structure we can
exhibit the subconfigurations within the given thresholds.

We show that these invariants are unchanged under the action of the Euclidean
group and scaling acting on the configuration and bounding region. Furthermore,
because these invariants are defined in terms of volumes of regions associated to
the linking structure, the results of the previous section allow us to compute them
as skeletal linking integrals.

Neighboring Regions and Measures of Closeness. We begin by using previ-
ous results to identify neighboring regions and measuring their closeness. We use
linking between regions as a criterion for their being neighbors. Then, a potential
first measure of closeness would be to determine, for a fixed Ωi, the minimum value
of the radial linking function ℓi. If ‖Li(x)‖ is the value of ℓi at this minimum, then
we determine any vector Lj(x

′) so that x′ is linked to x, and conclude that Ωj
and Ωi are in some sense close. However, it is possible that two regions are only a
small distance away from one another at some point, so that ‖Li(x)‖ = ‖Lj(x′)‖ is
small, but are otherwise at most points a much greater distance apart. By contrast,
there may be a third region Ωk whose linking vector of smallest norm linking Ωi
to Ωk has larger norm than ‖Lj(x′)‖, but possibly other nearby vectors of Li and
Lk maintain approximately the same length along a much greater region. Such a
situation is illustrated in Figure 24 or 28, where Ω3 is close to Ω1 for a small region
but Ω2 is close to Ω1 over a larger region.

Ω
1

Ω 3
2Ω

Figure 28. Measure of Closeness. Deciding whether Ω2 or Ω3 is
“closer”to Ω1.

Thus, an appropriate measure of closeness should take into account how large is
the external region where the regions are close, compared with the size of the regions
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themselves. We will do so by using volumetric measures of appropriate regions. For
a configuration Ω with a skeletal linking structure, we introduced in § 9, Definition
9.1, the regions Ωi→j , Ni→j , and Ri→j . Because we will use volumetric measures
of these regions, we assume that we have a bounded configuration Ω = {Ωi} in a

bounding region Ω̃ with corresponding bounded skeletal linking structure. Thus,
all of the regions will have finite volume.

The regions Ωi→j and Ωj→i capture the neighbor relations between Ωi and Ωj .
As we explained in §9, Ni→j and Nj→i share a common boundary region in M0, so
they are both empty if one is, and then both Ωi→j and Ωj→i are empty. In that
case Ωi and Ωj are not linked. Otherwise, we may introduce a measure of closeness.

There are two different ways to do this, each having a probabilistic interpretation.
First, we let

ci→j =
vol (Ωi→j)

vol (Ri→j)
and ci j = ci→j · cj→i .

Then, ci→j is the probability that a point chosen at random in Ri→j will lie in Ωi
(see Figure 29); so ci j is the probability that a pair of points, one each in Ri→j

and Rj→i both lie in the corresponding regions Ωi and Ωj .

Ω
1→ 2

Ω
2→ 1

1→ 2
N

2→1
N

Ω
1→ 3

Ω
3→ 1

1→3
N

3→ 1
N

Figure 29. Measure of closeness for regions in the configuration
in Figure 28 bounded via a threshold with the bounded skeletal
linking structure (see § 9). For a pair of neighboring regions Ωi
and Ωj , ci→j denotes the ratio of the volume of the darker region
vol(Ωi→j) and the volume of the total shaded region vol(Ri→j) =
vol(Ωi→j) + vol(Ni→j).

Note that ci j contains much more information than the closest distance between
Ωi and Ωj , and even the “L1-measure”of the region between Ωi and Ωj . It compares
this measure with how much of the regions Ωi and Ωj are closest as neighbors. If
both Ωi→j and Ωj→i are empty, we let ci→j , cj→i, and ci j = 0. Also, we let ci i = 1.
Thus, from the collection of values {ci j} we can compare the closeness of any pair
of regions.

Since these invariants depend on a bounded skeletal linking structure, one way
to introduce a parametrized family ci j(τ) is by considering the varying threshold
values τ . For example, τ may represent the maximum allowable values for ℓi or the
maximum value of ℓi relative to some intrinsic geometric linear invariant of Ωi. As
τ increases, the bounded region increases and how ci j(τ) varies indicates how the
closeness of the regions varies when larger linking values are taken into account.
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A second way to introduce a measure of closeness is to use an “additive”contribution
from each region and define

cai j =
vol (Ωi→j) + vol (Ωj→i)

vol (Ri→j) + vol (Rj→i)
.

Here cai j is the probability that a point chosen in the region Ri→j ∪ Rj→i lies in
the configuration, i.e. in Ωi ∪ Ωj . We also let cai j = 0 if Ωi and Ωj are not linked;
and we let cai i = 1. Again, to obtain a more precise measure of closeness, we can
vary a measure of threshold τ and obtain a varying family cai j(τ). The invariants
satisfy 0 ≤ ci j , c

a
i j ≤ 1. The value 0 indicates no linking, for values near 0, the

regions are neighbors but distant so they are “weakly linked”, and for values close
to 1, the regions are close over a large boundary region and are “strongly linked”.

There is a simple but crude relation between cai j and the pair ci→j and cj→i:

cai j ≤ ci→j + cj→i .

As cai j ≤ 1, this is only useful when the two regions are weakly linked. This
inequality is a special case of the following simple lemma whose proof follows easily
by induction.

Lemma 11.1. If ai ≥ 0 and bi > 0 for i = 1, . . . , k, then
∑k

i=1 ai
∑k
i=1 bi

≤
k
∑

i=1

ai
bi
.

2

Measuring Positional Significance of Objects Via Linking Structures. Po-
sitional significance of an object among a collection of objects should be a measure
of the object’s centrality in the configuration versus it being an outlier object. We
can measure positional significance in both absolute and relative terms. In each
case, we emphasize that we are considering geometric significance relative to the
configuration, rather than some other notion such as statistical significance. We
begin with the relative version. Given Ωi, we define the positional significance

si =

∑

j 6=i vol (Ωi→j)
∑

j 6=i vol (Ri→j)
.

It may take values 0 ≤ si ≤ 1. For values near 0, the region of Ωi linked to some
other region is a small fraction of the external region between Ωi and the other
regions. Thus, it is a peripheral region of the configuration. We would have the
value s = 0 if Ωi is not linked to any other region in the bounding region Ω̃, which
may occur if there is a threshold for which the region is not linked to another region
with a linking vector of length less than the threshold. By contrast, if si is close to
1, then there is very little external region between Ωi and the other regions. Thus,
Ωi is central for the configuration.

By lemma 11.1 it follows

si ≤
∑

j 6=i

ci→j ,

so that Ωi being weakly linked to the other regions implies it has small positional
significance for the configuration. If we would like to further base the positional
significance of the region Ωi on its absolute size, we can alternatively use an absolute
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measure of positional significance defined by s̃i = sivol (Ωi). Then, the effect of the
smallness of si can be partially counterbalanced by the size of Ωi.

Example 11.2. In Figure 30 is illustrated how the measure of positional signifi-
cance of a region which is central for the configuration decreases as the region is
moved away from the remaining configuration.

a) b)

Ω1

Ω1

Figure 30. For Ω1 in configurations using convex hull bounding
regions, measure of positional significance is the ratio of the volume
of the darkest region to the volume of the union of the two more
darkly shaded regions. In a) Ω1 is central, while in b) when Ω1 is
moved away from the remaining regions, it becomes less significant
for the configuration as indicated by the decreasing ratio.

Properties of Invariants for Closeness and Positional Significance. We
consider three properties of these invariants:

1) computation of all of the invariants as skeletal linking integrals;
2) invariance under the action of the Euclidean group and scaling; and
3) continuity of the invariants under small perturbations of generic configura-

tions.

Computation of the Invariants as Skeletal Linking Integrals. We can use the results
from the previous section to compute as skeletal linking integrals the above volumes
of regions associated to Ω. This is summarized by the following.

Theorem 11.3. If Ω = {Ωi} ⊂ Ω̃ is a multi-region configuration, with a skele-
tal linking structure, then all global invariants of the configuration which can be
expressed as integrals over regions in R

n+1 can be computed as skeletal linking in-
tegrals using Theorem 10.6. In particular, the invariants ci→j , ci j, c

a
i j, and si are

given as the quotients of two skeletal linking integrals using (10.24) and (10.25).

2

Remark 11.4. We could try to alternatively use boundary measures for the regions
to define closeness and positional significance. There are two problems with this
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approach. From a computational point of view, the skeletal structures could only
be used where the partial Blum condition is satisfied. Moreover, boundary mea-
sures do not capture how much of the regions are close to each other (only where
their boundaries are close). For these reasons we have concentrated on (ratios of)
volumetric measures to capture positional geometry of the configuration.

Invariance under the action of the Euclidean Group and Scaling. Second, we estab-
lish the invariance of the invariants defining closeness and positional significance
under Euclidean motions and scaling. Let Ω = {Ωi} ⊂ Ω̃ be a multi-region config-
uration, with a skeletal linking structure {(Mi, Ui, ℓi)}. If f is a Euclidean motion

and a > 0 is a scaling factor, then we may let Ω′ = {Ω′
i} ⊂ Ω̃′, where Ω′

i = f(Ωi)

and Ω̃′ = f(Ω̃). We also let {(M ′
i , U

′
i , ℓ

′
i)} be a skeletal linking structure for Ω′ de-

fined by M ′
i = f(Mi), U

′
i = f(Ui), and ℓ′i = ℓi. As f preserves distance and angles,

we have r′i = ri, and the image of the linking flow for Ω is the linking flow for Ω′.
Then, {(M ′

i , U
′
i , ℓ

′
i)} satisfies the conditions for being a skeletal linking structure

for Ω′. As Ω̃′ = f(Ω̃), the corresponding bounded linking structure for Ω′ using Ω̃′

is the image of that for Ω for Ω̃. Then, the associated linking regions for Ω′ are
the images of the corresponding associated linking regons for Ω. Since f preserves
volumes, the invariants for closeness and positional significance are preserved by f .

If instead we consider a scaling by the factor a > 0, then we let ga(x) = a · x.
Now the images of Ω and Ω̃ under ga define a configuration Ω′ in Ω̃′. We likewise let
{(M ′

i , U
′
i , ℓ

′
i)} be defined by M ′

i = ga(Mi), U
′
i = aUi, and ℓ′i = aℓi (and r′i = ari).

As before this is a skeletal structure for Ω′. Everything goes through except that
ga multiplies volume by an+1. However, as the invariants are ratios of volumes,
they again do not change. We summarize this with the following.

Proposition 11.5. If Ω = {Ωi} ⊂ Ω̃ is a multi-region configuration, with a skeletal
linking structure, then ci→j, ci j, c

a
i j, and si are invariant under the action of a

Euclidean motion and scaling applied to both Ω and Ω̃ for the image of the skeletal
linking structure for the image configuration and bounding region.

2

We note that if we consider the absolute positional significance s̃i, then it is still
invariant under Euclidean motions. However, under scaling by a > 0, it changes by
the factor an+1; but this would not alter the hierarchy based on absolute positional
significance, as all s̃i would be multiplied by the same factor.

Remark 11.6. Importantly, the invariance in Proposition 11.5 crucially depends
on also applying the Euclidean motion and/or scaling to the bounding region Ω̃.
If the region is either fixed, or depends upon an external condition which prevents
it from transforming along with the configuration, then the invariance does not
hold. This has important consequences when properties of the configuration are
measured, and is a problem for many methods in imaging where the imaged region
first has to be normalized in some way. In our case, the measurements should also
be taking into account how their relation with the bounding region changes.

Continuity and Changes under Small Perturbations. Lastly, suppose that Ω =
{Ωi} ⊂ Ω̃ is a multi-region configuration, with a bounded skeletal linking struc-
ture. We ask how the invariants will change under small perturbations. This is a
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generally challenging question which we are not attempting to answer in this pa-
per. Thus, for what we do say, we will not give precise proofs, but indicate what
we expect to happen.

First, if the linking structure is a Blum linking structure, then only if the objects
undergo a sufficiently small deformation for say the C∞ topology will there be the
stability of the Blum linking structure, so the Blum medial axes will deform in
a smooth fashion. Then, the associated regions will also deform in a piecewise
smooth fashion. Hence, the volumes of these regions will vary continuously. Thus,
the quotients of the volumes will also vary continuously. It then follows that the
invariants, which are quotients of such volumes will also vary continuously.

If instead we only require that the deformations be C1 small then the Blum
linking structure will be unstable; however, it is possible to deform it to a skeletal
linking structure which changes continuously under this small deformation. Under
these changes the skeletal sets will deform without changing their basic structure,
and the associated regions will change in a continuous fashion so the resulting
invariants, which are volumetric based, will also change in a continuous fashion.

How exactly they will change will depend on the particular deformation and this
will demand a precise analysis that we are not prepared to carry out here. However,
as a simple example, suppose we enlarge one of the regions Ωi by increasing the
radial vectors by a factor a > 1, so that ari < ℓi, and without altering the remainder
of the skeletal structure. If the region remains in the bounding region and doesn’t
intersect itself or other regions, then the ratio vol (Ωi→j) to vol (Ri→j) will increase
for each j so the si will increase, as will the ci→j . If instead 0 < a < 1, then si and
ci→j will decrease.

If instead we move the region Ωi in a direction away from all of the other regions
without altering its size, then in general si will decrease, and conversely if we move
it toward the other regions, generally si will increase. Thus, the invariants capture
the type of geometric properties that we would hope.

Tiered Linking Graph. Now that we have obtained invariants appropriately
measuring closeness and positional significance among objects, we can combine
these into a graph theoretic structure. We define exactly the type of graph structure
we consider. For us a graph Γ is defined by a finite set of vertices V = {vi : i =
1, . . . ,m}, and a set of unordered edges E = {ei j} with at most one edge ei j
between any pair of distinct vertices vi and vj .

Definition 11.7. A tiered graph consists of a graph Γ together with a discrete
nonnegative function f : V ∪ E → R+ which we shall more simply denote by
f : Γ → R+. The discrete function f has values f(vi) = ai ≥ 0 for each vertex vi,
and f(ei j) = bi j ≥ 0 for each edge ei j .

Given such a tiered graph, we can view its values on vertices and edges as height
functions assigning weights to the vertices and edges; and then apply “thresholds”to
f to identify subgraphs, consisting of distinguished vertices and edges. First, given
a value b > 0, we can consider the subgraph Γb consisting of all vertices, but only
those edges where f ≥ b. Γb decomposes into connected subgraphs consisting of
vertices which have edges of weights > b. As b decreases from B = max{bi j}, then
we see the smaller graphs begin to merge as edges are added, until we reach Γ for
b = min{bi j}. In fact, as pointed out by the referee this approach is similar to the
known method of “clustering”for collections of points.
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If instead we consider the threshold a for f on vertices, then instead we define
Γa to consist of those vertices with f ≥ a, and only those edges joining two vertices
within this set. This identifies a subgraph consisting of the most important vertices
as measured by weights, along with the edges between these vertices. Then as a
decreases from A = max{ai}, we again see the small graphs being supplemented
by additional vertices with edges being added from these vertices until we reach
the full graph when a = min{ai}. This gives a hierarchical structure to the graph
Γ. Along with the subgraphs and the hierarchical structure, we can also identify
vertices which are joined by strongly weighted edges, and important vertices with
large weights ai, and less significant ones with small weights ai. It would also be
possible to use this to turn Γ into a directed graph where the direction of an edge
is from lower positional significance to one of higher.

1

3
5

7

6

2

4

s

c

Figure 31. Example of a tiered graph structure which we view
as lying in a horizontal plane with one horizontal axis indicating
positional significance, and the values of the height function giving
values c on the edges indicated by the heights of the dotted lines
above the edges.

This approach, using the tiered graph structure, applies to a configuration of
multi-regions with a skeletal linking structure. We define the associated tiered
linking graph Λ as follows. For each region Ωi, we assign a vertex vi in Λ, and
to each pair of neighboring regions Ωi and Ωj, we assign an edge ei j joining the
corresponding vertices. If the regions are not neighbors, there is no edge. We define
the height function f by: f(vi) = si and f(ei j) = ci j (or cai j).

An example is shown in Figure 31. Then, when we apply the thresholds, we
remove vertices to the left of some vertical line or edges whose heights are below
some height. We see how subconfigurations associated to the subgraphs merge
into larger configurations as the vertical line indicating s moves to the left, or
the height moves downwards, with the resulting graphs based on closeness of the
regions or their positional significance. Also, the position along the s-axis identifies
the hierarchy of regions in the configuration.

Remark 11.8. Although we have used the term “threshold” here to identify graph
theoretic features, this differs considerably from the notion of threshold τ that we
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referred to in §9 when we discussed the bounding region, and how the threshold τ
would introduce a parametrized family of invariants that would offer more detailed
information about the positional geometry of the configuration. The height function
that we have defined here would become a parametrized family of height functions
depending on τ .

Higher Order Positional Geometric Relations via Indirect Linking. We
conclude this introduction to positional geometry by observing that the skeletal
linking structures we have introduced only relate neighboring regions. We have
shown that the skeletal linking structures (and specifically the full Blum medial
linking structures) capture both the shape properties of individual regions (and
their geometry), and the geometry of the external region yielding positional in-
formation. However, this approach allows regions to hide other regions from the
geometric influence of non-neighbors. One way to overcome this is to work with
“indirect linking” where two regions are linked via a third region Ω3. For example,
if we add a small elliptical region Ω4 to the configuration in a) of Figure 32, we
obtain b) of the figure. The small region alters the closeness of regions Ω1 and Ω2.
However, we see in b) that the linking neighborhood for the Ω4 lies in the linking
region between Ω1 and Ω2 in a). Hence, if we allowed indirect linking through Ω4,
then the closeness of Ω1 and Ω2 would not be altered. This is just one example of
various aspects of configurations that could be better understood by deriving indi-
rect linking properties from the linking structure. While the numerical measures
could not be deduced just using the values from linking, the occurence of indirect
linking could already be seen from the tiered graph structure. However, we will not
attempt to develop this further in this paper.

Ω1

Ω2

Ω 3

Ω4

Ω1

Ω2

Ω 3

a) b)

Figure 32. Indirect linking when a region Ω4 is added between
regions in a) yielding b). The Blum linking structure in b) has the
neighborhood of Ω4 contained in the neighboring regions of Ω1 and
Ω2, so if indirect linking through Ω4 is allowed, then there is no
change in the closeness of Ω1 and Ω2.



MEDIAL/SKELETAL LINKING STRUCTURES 71

12. Multi-Distance and Height-Distance Functions and Partial

Multi-Jet Spaces

In order to prove the existence of a medial linking structure for a generic multi-
region configuration it will be necessary to prove a generalization of the transver-
sality theorem used by Mather [M1] for the case of single regions. This version will
be applied in several different forms to a configuration Ω = {Ωi} in R

n+1, via a
model configuration ∆ = {∆i} and embedding Φ : ∆ → R

n+1 as in §2.
For such a configuration, we will consider a collection of functions including:

“distance functions”, “height functions”, “multi-distance functions”, and “height-
distance functions”. The transversality theorem applied to each one will yield
for each compact set containing the configuration in its interior a residual set of
embeddings Φ such that appropriate genericity properties hold. Then, we use
the special properties of the regions and the functions to see that the set of such
embeddings is actually open. Hence, the set of generic embeddings will be open
and dense.

Multi-Distance and Height-Distance Functions. For a multi-region config-
uration given by an embedding Φ : ∆ → R

n+1, we define the associated multi-
distance and height-distance functions. However, we change the emphasis (and
notation) from that of functions defined on subsets of the ambient space R

n+1 to
functions defined via the embedding Φ on the model configuration ∆.

Stratification of the Configuration.
For ∆ we introduce notation to keep track of various strata of the boundaries of

each ∆i and their corresponding images Ωi under Φ. As in §2, the boundary of ∆i

is denoted by Xi; and we let X = ∪iXi denote the stratified set which is the union
of the boundaries. We also let Xij denote the union of the smooth strata of Xi∩Xj

(i.e. those of dimension n). We also let for each i > 0, Xi0 = Xi\(∪j>0Cl(Xij)).
For regions satisfying the boundary edge condition, ∆i ∩ ∆j = Cl(Xij); thus, Xi0

is an open stratum of Xi and the points of Xi0 do not lie in any region other than
Xi. For the configuration Ω, with complement Ω0, the smooth strata consist of the
image of the union ∪iXi 0. Just as for Xi j , we let X0 i = Xi 0 to emphasize that the
image of X0 i is a smooth stratum of Ω0. Lastly, the remaining strata are formed
from the k-edge-corner points for each given k.

For any ∆i, we define an index set Ji = {j 6= i : Xij 6= ∅}. For i = 0, we let
J0 = {j > 0 : X0j 6= ∅}. Also, for i ≥ 0 we let qi = |Ji|. For each i ≥ 0 we let
◦
Xi=

∐

j∈Ji
Xij , which is the set of points in smooth strata of Xi. Next, we let

XJi
=
∐

j∈Ji

◦
Xj , which is the disjoint union of the smooth strata of those Xj for

which Xi j 6= ∅ (i.e. are adjoined to Xi). We note that each point in
◦
X i belongs to

exactly one of the components of XJi
; however if there are j, j′ ∈ Ji with Xj j′ 6= ∅,

then any point x ∈ Xj j′ has representatives which belong to both
◦
Xj and

◦
Xj′ .

This is the space on which the models for “simple linking”will be defined. How-
ever, to model both partial and self-linking, we must allow multiple copies of some

of the
◦
Xj . We do so by extending the above definition using an assignment func-

tion. Given m > 0, we consider an assignment, which is a discrete function for
integers 1 ≤ p ≤ m, sending p 7→ jp ∈ Ji. Then, with this assignment, we define

XJi
=
∐m
p=1

◦
Xjp . Note that because of the complexity of the notation which we
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will need to introduce, we do not include the assignment in the notation for XJi

but will instead refer specifically to the assignment used for defining XJi
. The

basic model above for XJi
uses the assignment for m = qi bijectively mapping

{p ∈ Z : 1 ≤ p ≤ qi} to Ji.
Example 12.1 illustrates XJi

for a multi-region configuration given in Figure
33. We will let the images of these subspaces of the Xi under Φ inherit the same
notation, e.g. Φ(Xi 0) = Bi 0, etc.

We will also use the notation ΣQ i ⊂ Xi to denote the stratification by smooth

Qk-points in Xi. Then, we note that while
◦
Xi consists of points in the smooth

strata,
◦
X i ∩ΣQ i = ∅, and the points in ΣQ i are also smooth points on the boundary

Xi.

Ω
1

2Ω

Ω 3

Ω 4

5Ω

Ω 6

Figure 33. A multi-region configuration in R
2 given earlier with

the decomposition explained in Example 12.1.

Example 12.1. In Figure 33 is a multi-region configuration Ω defined by the model
Φ : ∆ → R

n+1. We describe the properties of the image regions {Ωi} in terms of
the model ∆. Both X3 = ∂∆3 and X4 = ∂∆4 are smooth so J3 = J4 = {0}.
However, for ∆2, J2 = {0, 1, 5, 6} and for ∆1, J1 = {0, 2, 5}. For each i = 1, 2, 5, 6,
XJi

without repetitions consists of disjoint unions of smooth boundary curves of
those regions ∆j which share a portion of their boundary with ∆i. The images
of these curves give the corresponding curves of shared boundary regions between
Ωj and Ωi. For example, the regions Ω1, Ω5, Ω6 are adjoined to Ω2 along the
boundary curves which are images of X21; X25, and X26. All regions are adjoined
to the complement.

Our future computations shall concern transversality conditions on mappings
associated to Φ ∈ Emb(∆,Rn+1). For this reason we shall reintroduce the distance
and height functions so they are defined on X . The distance function on X via the
embedding Φ is the function σ : X × R

n+1 → R defined by σ(x, u) = ‖Φ(x) − u‖2.
Likewise, the height function via the embedding Φ is the function ν : X × Sn →
R defined by ν(x, v) = 〈Φ(x), v〉, where Sn is the unit sphere in R

n+1. Using
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these basic functions we define both multi-distance functions and height-distance
functions.

We also introduce a variant form of the distance function for regions with singular
boundaries to allow it to be defined at the nonsingular Qk points. We let X∗

i denote
the set of smooth points of Xi obtained by removing the points of type Pk and
singular Qk points, for all k. We note that ΣQi ⊂ X∗

i , and that X∗
i differs from the

set
◦
Xi by including the nonsingular Qk points of Xi. Then we define the distance

function σi = σ|(X∗
i × R

n+1). In addition to obtaining the generic properties of
the distance function, we shall also see that it generically satisfies transversality
conditions relative to the strata of ΣQi.

We will use the standard notation that Y r = Y × · · · × Y (r factors), and let
∆(r)Y ⊂ Y r be the generalized diagonal consisting of (y1, · · · , yr) ∈ Y r such that
yi = yj for some i 6= j. We also let ∆rY ⊂ Y r denote the exact diagonal consisting

of (y, · · · , y) ∈ Y r. Then, we let Y (r) def= Y r\∆(r)Y .
For each j = 0, 1, . . . ,m, we let R

n+1
j denote a copy of R

n+1 indexed by j, and we

abbreviate
∏m
j=0 R

n+1
j = (Rn+1)m+1. Then (Rn+1)(m+1) denotes the complement

of the generalized diagonal in (Rn+1)m+1. Quite generally we let πj :
∏k

i=0 R
n+1
i →

R
n+1
j denote both the projection on the j–th factor, as well as its restriction to

(Rn+1)(k+1) ⊂
∏k

i=0 R
n+1
i .

Given an assignment for 1 ≤ p ≤ m, p 7→ jp ∈ Ji. We denote points in (Rn+1)(m)

by (u(j1), . . . , uj(m)), where we let u(jp) have coordinates (u
(jp)
1 , . . . , u

(jp)
n+1). This will

allow us to consider multiple centers u(jp) for distance functions on boundaries of

given regions
◦
Xj with j = jp.

Definition 12.2. A multi-distance function associated to the i-th region Ωi for the
configuration Ω defined by the model Φ : ∆ → R

n+1, together with m > 0 and an
assignment p 7→ jp, is given by

ρi : XJi
× (Rn+1)(m+1) → R

2,(12.1)

(x, (u(j1), . . . , u(jm), u(i))) 7→ (σ(x, u(i)), σ(x, u(jp))) for x ∈
◦
Xjp .

These functions are “multi-distance” functions in the sense that they incorporate
multiple functions capturing the squared distance from distinct points u(j) in the
ambient space, and ultimately we are interested in the case where the u(q) ∈ int (Ωj)
for j ∈ Ji.

Next we define height-distance functions associated to each region ∆i.

Definition 12.3. The height-distance function associated to the configuration Ω
defined by the model Φ : ∆ → R

n+1 together with m > 0 and an assignment
p 7→ jp and is given by

τ : XJ0 × (Rn+1)(m) × Sn → R
2,(12.2)

(x, (u(j1), . . . , u(jm)), v) 7→ (ν(x, v), σ(x, u(jp))) for x ∈
◦
Xjp

where J0 = {j : X0,j 6= ∅}

Notation: In what follows, we shall frequently abbreviate σ(x, u(j)) as σj(x).
The height-distance function will be used to relate the distance squared func-

tions for different points u(j) in the ambient space and properties of the height
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u

u'

Bx

u0

u
1

B1

u2

B
2 x

1

x
2

(a) (b)

Figure 34. a) Multi-distance function - pair of families of distance
functions from a region boundary to distinct points u and u′ in the
complement. b) Linking via multi-distance functions - families of
distance functions from region boundaries Bi to a common point
u0 in the complement.

function on XJ0 . We shall apply a transversality theorem to these two families of
multi-functions for various m and assignments p 7→ jp to deduce the genericity of
properties of linking (in the case of ρ0) and those relating linking with the boundary
of the unlinked region. Since the transversality theorem is a result on the level of
jet bundles, our focus in the next section is on defining a special type of “partial
multijet space” and a special kind of multijets of such functions which map into
these spaces.

Partial Jet Spaces for Multi-Distance and Height-Distance Functions.
To examine the generic properties of linking between regions, we introduce the
partial multijet space and the corresponding partial multijet extension maps for
both multi-distance and height-distance functions.

Given an integer s > 0, i, an integer m > 0 with assignment p 7→ jp, we let ℓ =
(ℓ1, . . . , ℓqi

) denote an ordered partition of the form s = ℓ1+ · · ·+ℓm with each inte-

ger ℓp > 0. For each 1 ≤ p ≤ m, we denote points x(jp) = (x
(jp)
1 , . . . , x

(jp)
ℓp

) ∈
◦
X

(ℓp)

jp
.

Define

X
(ℓ)
Ji

= {(x(j1), . . . , x(jm)) ∈
◦
X

(ℓ1)

j1
× · · ·×

◦
X

(ℓm)

jm
: x

(jp)
1 ∈ Xi jp for all p and

(12.3)

if jp = jp′ , then x(jp)
q 6= x

(jp′ )

q′ for any q, q′} .

Observe that X
(ℓ)
Ji

is an open subset of the product space in (12.3). We denote a

point in X
(ℓ)
Ji

by (x(j1), . . . , x(jm)), where each x(jp) = (x
(jp)
1 , . . . , x

(jp)
ℓp

). By defini-

tion, for any s-tuple in X
(ℓ)
Ji

, any two points in it belonging to the same
◦
Xj are

distinct. However, we still note that not every s-tuple need belong to X(s). This
is because if there are jp 6= jp′ with Xjp jp′ 6= ∅, then any point x ∈ Xjp jp′ is

represented in the disjoint copies of both
◦
Xjp and

◦
Xjp′ . Nonetheless the multi-

function ρi will be defined for x ∈
◦
Xj by (σ(x, u(i)), σ(x, u(jp))) versus for x ∈

◦
Xjp′ ,
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by (σ(x, u(i)), σ(x, u(jp′))), with u(jp) 6= u(jp′). A consequence is that the transver-

sality conditions on
◦
Xjp and

◦
Xjp′ are different and will be verified independently.

This motivates our definition of the partial multijet spaces to follow.
We consider the usual k-multijet space sJ

k(X,R2), which consists of s k-jets of
germs at distinct points of X mapping to R

2, and we define a subspace using the
partition ℓ.

Definition 12.4. For XJi
(defined for m > 0 with an assignment p 7→ jp, let

ℓ = (ℓ1, . . . , ℓm) be an ordered partition of s > 0. Then, the partial ℓ-multi k-jet
space is the subspace of sJ

k(XJi
,R2) defined by the restriction

(12.4) ℓE
(k)(XJi

,R2) =

(

m
∏

p=1

ℓpJ
k(

◦
Xjp ,R

2)

)

| (XJi
)(ℓ).

The two basic properties of multijet spaces which are shared by the partial
multijet spaces are summarized in the following straightforward lemma.

Lemma 12.5. The partial multijet spaces have the following properties:

(a) ℓE
(k)(XJi

,R2) is a smooth submanifold of sJ
k(XJi

,R2); and

(b) ℓE
(k)(XJi

,R2) is a locally trivial fiber bundle over X
(ℓ)
Ji

with fiber
∏m

p=1 (Jk(n, 2) × R
2)ℓp .

2

Both the multi-distance and height-distance functions defined for m > 0 with
an assignment p 7→ jp ∈ Ji, are given as mappings of the form ψ : XJi

× U → R
2,

where U is either (Rn+1)(m+1) or (Rn+1)(m) ×Sn. For such mappings we define an
associated partial multijet map

ℓj
k(ψ) :X

(ℓ)
Ji

× U −→ ℓE
(k)(XJi

,R2)

((x(j1), · · · , x(jm)),u) 7→ (ℓ1j
k
1 (ψ(x(j1), u), . . . , ℓmj

k
1 (ψ(x(jm), u)))(12.5)

where ℓpj
k
1 (ψ(x(jp), u)) denotes the multijet ℓpj

k(f) for the function f = ψ(·, u) (for

a fixed u) on
◦
Xjp . In the special cases of the multi-distance and height-distance

functions we obtain partial multijet maps

(12.6) ℓj
k(ρi) : X

(ℓ)
Ji

× (Rn+1)(m+1) −→ ℓE
(k)(XJi

,R2)

and

(12.7) ℓj
k(τ) : X

(ℓ)
J0

× (Rn+1)(m) × Sn −→ ℓE
(k)(XJ0 ,R

2) .

13. Generic Blum Linking Properties via Transversality Theorems

In this section, we state a transversality theorem for the multi-distance and
height-distance functions associated to a multi-region configuration. We then list
the submanifolds of partial multijet spaces which capture the generic linking prop-
erties. These are the submanifolds to which it will be applied.
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Transversality Theorem for Multi-Distance and Height-Distance Func-
tions. We begin with a variant of the transversality theorem of Looijenga for the
distance functions for multi-region configurations defined by Φ : ∆ → R

n+1. The
first transversality theorem concerns submanifolds of the s-multijet space that are

sR
+-invariant. By this we mean that there is the induced action of the right equiv-

alence group sR, via the action of R on s multigerms, and we extend this by the
group R acting by diagonal translations on R

2, (y1, y2) 7→ (y1 + c, y2 + c) for c ∈ R.
For later reference to the transversality theorems in [D5], we refer to the compact–

open (or weak) C∞–topology as the regular C∞–topology. Since the underlying
space of ∆ is compact, the Whitney and regular C∞ topologies on C∞(∆,Rn+1)
will agree.

Theorem 13.1. For any i = 1, . . . ,m, let W be a closed Whitney stratified subset
of sJ

k(X∗
i ,R) that is sR+-invariant.

(a0) Let Z ⊂ (X∗
i )

(s) × R
n+1 be compact. Then the set

W = {Φ ∈ C∞(∆,Rn+1) : both sj
k
1σi and sj

k
1σi|((ΣQ)(s) × R

n+1)

⋔ W ⊂ sJ
k(X∗

i ,R) on Z}

is an open dense subset for the regular C∞–topology.
(b0) The set

W = {Φ ∈ C∞(∆,Rn+1) : both sj
k
1σi and sj

k
1σi|((ΣQ)(s) × R

n+1)

⋔ W ⊂ sJ
k(X∗

i ,R) on (X∗
i )

(s) × R
n+1}

is a residual subset for the regular C∞–topology.

Note: “⋔” denotes transversality of the mapping to the strata of the Whitney
stratified set.

Next, we give a multi-transversality theorem for the multi-distance and height-
distance functions. Although we are principally interested in them for the multi-
distance function ρ0 to capture the generic linking properties, the proof is valid
for any region Ωi and yields a corresponding relation between a region Ωi and its
adjoining regions. For any smooth mapping Φ : ∆ → R

n+1 we obtain for any i,
any integer m > 0 with an assignment p 7→ jp, and a partition ℓ = (ℓ1, . . . , ℓm), the
partial multijet mappings (12.6) and (12.7). The transversality theorem concerns
these two mappings for a class of ℓR+-invariant distinguished submanifolds of the
partial multijet space ℓE

(k)(XJi
,R2) (see Definition 13.4). The ℓR+-action is the

induced action of the right equivalence group ℓR on the fibers, extended by the
diagonal action of R by translations on R

2.

Theorem 13.2. Let ∆ be a model for a multi-region configuration. Then, for any
i, an m > 0 with assignment p 7→ jp, and partition ℓ = (ℓ1, . . . , ℓqi

), let W be a

closed Whitney stratified subset of ℓE
(k)(XJi

,R2) whose strata are ℓR+–invariant
distinguished submanifolds (in the sense of Definition 13.4).

(a1) Let Z ⊂ X
(ℓ)
Ji

× (Rn+1)(m+1) be compact. Then, the set

W = {Φ ∈ C∞(∆,Rn+1) : ℓj
k
1 ρi ⋔ on Z to W ⊂ ℓE

(k)(XJi
,R2)}

is an open dense subset for the regular C∞–topology.

(a2) Let Z ⊂ X
(ℓ)
J0

× (Rn+1)(m) × Sn be compact. Then the set

W ′ = {Φ ∈ C∞(∆,Rn+1) : ℓj
k
1 τ ⋔ on Z to W ⊂ ℓE

(k)(XJ0 ,R
2)}



MEDIAL/SKELETAL LINKING STRUCTURES 77

is an open dense subset for the regular C∞–topology.
(b) Both of the sets

W = {Φ ∈ C∞(∆,Rn+1) : ℓj
k
1 ρi ⋔W ⊂ ℓE

(k)(XJi
,R2) on X

(ℓ)
Ji

× (Rn+1)(m+1)}

and

W = {Φ ∈ C∞(∆,Rn+1) : ℓj
k
1 τ ⋔W ⊂ ℓE

(k)(XJ0 ,R
2) on X

(ℓ)
J0

×(Rn+1)(m)×Sn}

are residual subsets for the regular C∞–topology.

Note that in Theorems 13.1 and 13.2, (b0) is a consequence of (a0) and (b) is a

consequence of (a1) and (a2), for we may cover X∗
i × R

n+1, X
(ℓ)
Ji

× (Rn+1)(qi) and

X
(ℓ)
J0

× (Rn+1)(q0) × Sn with countably many compact sets Cj so that the sets in
(b0) and (b) are countable intersections of open dense sets, hence residual. We will
prove parts (a0), (a1) and (a2) in §16 using a variant of the transversality theorems
in [D5].

Remark 13.3. These results give several types of extensions of the earlier transver-
sality theorem due to Looijenga [L] and its extension due to Wall [Wa].

Submanifolds Defining Generic Properties of Blum Linking Structures.
We next introduce the ℓR+-invariant distinguished submanifolds of the partial mul-
tijet space to which we will apply Theorem 13.2. This will yield the transversality
results implying the generic linking conditions for configurations in the Blum case
in R

n+1 for n ≤ 6.
We first introduce the general definition of the distinguished submanifolds which

involves several classes of R–invariant submanifolds of jet spaces and ℓR
+–invariant

submanifolds of multijet spaces. These will include: both (an explicit list of) or-
bits of the R and ℓR+ actions; their closures, which form Whitney stratified sets,
together with the list of ℓR+–invariant closed Whitney stratified subsets of higher
codimension > n+ 1 which will be generically avoided.

General Form of the Class of Distinguished Submanifolds in ℓE
(k)(XJi

,R2).
For a given i and m > 0 with an assignment p 7→ jp we let ℓ = (ℓ1, . . . , ℓm) for in-

tegers ℓp > 0. We give the form of the distinguished submanifolds in ℓE
(k)(XJi

,R2).

By Lemma 12.5, ℓE
(k)(XJi

,R2) is a locally trivial fiber bundle. For S = (S1, . . . , Sm)

in X
(ℓ)
Ji

with Sp ⊂
◦
Xjp and |Sp| = ℓp, the fiber at S equals

(13.1)
m
∏

p=1

ℓpJ
k(

◦
Xjp ,R

2)Sp
∼=

m
∏

p=1

(Jk(n, 2) × R
2)ℓp .

We let W0 p denote ℓpR
+ multi–orbits in the fibers ℓpJ

k(
◦
Xjp ,R)Sp

for p =

1, . . . ,m (so in particular, in such a ℓpR
+ multi–orbit the targets lie in ∆ℓp

R).

As in the multijet case, the multi-orbits W0 p in the fibers over points in
◦
X

(ℓp)

jp
fit

together to form subbundles Wp in ℓpJ
k(

◦
Xjp ,R) for p = 1, . . . ,m. Then

W1 × · · · ×Wm ⊂
m
∏

p=1

ℓpJ
k(

◦
Xjp ,R)

restricts to a subbundle over X
(ℓ)
Ji

.
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For p = 1, . . . ,m, let W ′
p denote a subbundle of Jk(

◦
Xjp ,R) over

◦
Xjp with fiber

a R+–invariant submanifold. Typically it will denote either a R+–orbit for a k-jet
of a germ, or a stratum of a Whitney stratification consisting of a union of orbits.
We slightly abuse notation and define

(13.2) W ′ =

m
∏

p=1

(W ′
p × (Jk(

◦
Xjp ,R))ℓp−1) × ∆m

R,

where for each p, (W ′
p) × (Jk(

◦
Xjp ,R))ℓp−1) is restricted to lie over

◦
X

(ℓp)

jp
and the

entries of ∆m
R are in the first factor of each (Jk(

◦
Xjp ,R))ℓp).

Therefore, W ′ ⊂
∏m

p=1 ℓpJ
k(

◦
Xjp ,R) restricts to a fiber bundle over X

(ℓ)
Ji

, and

(13.3) W ′ ×W1 × · · · ×Wm ⊂
m
∏

p=1

ℓpJ
k(

◦
Xjp ,R) ×

m
∏

p=1

ℓpJ
k(

◦
Xjp ,R)

with the RHS restricting to the bundle ℓJ
k(XJi

,R2) over (XJi
)(ℓ).

Then we define

Definition 13.4. Given i, m > 0 with an assignment p 7→ jp, and the ordered
partition (ℓ1, . . . , ℓm) with s =

∑m
p=1 ℓp. Consider a collection of ℓpR

+-invariant

submanifolds Wp ⊂ ℓpJ
k(

◦
Xjp ,R) and R+-invariant submanifolds W ′

p ⊂ Jk(
◦
Xjp ,R)

for p = 1, . . . ,m, which each have the property that their closures are Whitney
stratified sets for which they are open strata. Then, we form the subbundle of

ℓJ
k(XJi

,R2) over (XJi
)ℓ) by the restriction of the LHS of (13.3). Any such sub-

bundle will be called a distinguished submanifold in ℓE
(k)(XJi

,R2).

Having defined such distinguished submanifolds, we next give the four classes
of jet and multijet strata formed from R+ orbits, ℓR+ multi-orbits, and strata of

ℓR+-invariant closed Whitney stratifications. The submanifolds will be one of four
types:

(i) those formed from simple multigerms;
(ii) those formed from the partial multijet orbits from §4;
(iii) those which characterize geometric features of boundary points for self–

linking (these are a special subset of those in (ii)); and
(iv) those which arise as strata of closed Whitney stratified sets of higher codi-

mension.

Taken together for a given i and ℓ we will denote the combined collection and
the resulting distinguished submanifolds of partial multijet space by S(i, ℓ).

Submanifolds for a Single Distance Function.
For (i) we recall the simple multigerms of real-valued functions under R+-

equivalence on R
n (see [M2]), formed from the A, D, E classification of Arnold

[A]. As these are finitely determined, they are classified by R+-multi-orbits in suf-
ficiently high multijet space. The boundary of the region of simple multigerms is
the closure of the strata of orbits of the simple elliptic singularities given by:

Ẽ6 : x3
1 + x3

2 + x3
3 + ax1x2x3 +Q(x4, . . . , xn),

Ẽ7 : x4
1 ± x4

2 + ax2
1x

2
2 +Q(x3, . . . , xn), and

Ẽ8 : x3
1 + x6

2 + ax1x
4
2 +Q(x3, . . . , xn),
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where the Q are nonsingular quadratic forms in the indicated variables. These
germs are respectively 3-determined, 4-determined, and 6-determined. In each case,
the set of R+-orbits in the appropriate jet space (of 3, 4 or 6-jets) forms a semi-

algebraic set whose closure, denoted W̃k, has a canonical Whitney stratification and
the stratum formed from the R+-orbits of the Ẽk singularities has codimension k.
The unions of these orbits in the fibers of multijet space form submanifolds whose
closures, also denoted W̃k, have Whitney stratifications in the multijet bundle.

Although W̃6 has codimension 6, its closure consists of jets of germs with the
same third order terms and hence does not contain germs with local minima. Sec-
ond, W̃8 has codimension 8; hence its closure will consist of strata of codimension
≥ 8. Third, the codimension of the Ẽ7 stratum W̃7 is 7, and where a 6= 2 the Ẽ7

germ listed above is 4–determined and if it has positive definite quadratic part and
|a| < 2 then it has a local minimum.

Thus, for the closures of the Ẽk strata, if n + 1 ≤ 6, then either the strata
have codimension > n+ 1, or the strata consist of jets of germs which are not local
minima. If n+1 = 7, then the same holds true with the exception of the Ẽ7-stratum
with a < 2 which has codimension 7 and the jets are of germs with local minima.

Then, the Whitney stratification for a single function consists of the strata of the
R+–orbits of the simple A, D, E, singularities together with the closed Whitney
stratified sets obtained as the closures of the Ẽk strata. These are R+-invariant.
Of these strata, the only ones of codimension ≤ 7 which define germs with local
minima are the Ak, with k odd, and the Ẽ7 with |a| < 2, both with positive definite
quadratic parts.

Then, the stratification for the multijets is obtained from multi-orbits formed by
the products of the strata for single germs which are still R+-invariant.

It is possible to also allow W (0) consisting of the jets of non-singular germs with

no distinguished image point in R, so that TW
(0)
0 = Jk(n, 1) × R; however later

we shall find it technically simpler when we prove genericity for multi-functions to
only consider multigerms exhibiting singularities at each point so we shall always
do so.

Remark 13.5. If Σn,1k is the Thom-Boardman statum Σn,1,...1, with k factors, in

the jet space Jk+2(X∗
i ,R) or Jk+2(

◦
Xi,R), then the union of Aj+1-strata for j ≥ k

(allowing different signs) and the union of Ak+1-strata is open and dense in Σn,1k .
Then, transversality to the Σn,1k for all k is equivalent to the transversality to all
of the Ak-strata.

Given α = (α1, . . . , αq), we let Aα denote the multigerm of type Aα1Aα2 · · ·Aαq
,

and we let W (α) denote the R+-orbit of multigerms of type Aα in the appropriate

jet space, either qJ
k(X∗

i ,R) or qJ
k(

◦
Xi,R). These are bundles over X

∗ (q)
i or

◦
X

(q)

i

with fiber

(13.4) W
(α)
0 = W

(α1)
0 × · · · ×W

(αq)
0 × ∆q

R

where W
(αj)
0 denotes the R-orbit for Aαj

.
Then, it will follow from Theorem 13.1 that if n+1 ≤ 7 then generically for each

distance function σi, the jet map jk1 (σi) will miss the strata of the closures of the

W̃k and those of the multi-orbits of type Aα of codimension ≥ n+ 1. While it will
intersect transversally the strata of codimension ≤ n+ 1. Of these only the strata



80 JAMES DAMON AND ELLEN GASPAROVIC

of type Aα, or if n + 1 = 7 the Ẽ7-stratum, for which the multigerms all involve
local minima can be multigerms at points of the Blum medial axis. This will yield
Mather’s Classification Theorem 4.1. The details will be given in later sections.

Distinguished Class of Submanifolds Corresponding to Linking Type.
Next, for (ii) we define the submanifold of the partial multijet space associated to

the linking configuration (Aα : Aβ1
, . . . ,Aβm

) for the multi–distance function (see
Definition 4.13 in §4). Recall it requires that the distance function has singularity
type Aα and at each point the multigerm for the distance function for the individual
i-th region has type Aβi

. This involves taking products of the multi–orbits in the
previous section and Boardman strata.

In the construction for Definition 13.4, for α = (α1, . . . , αm), we let in (13.2),

W ′
p = W

(αp)
0 , which denotes the R-orbit for Aαp

, so that W ′ = W (α) given

above. Likewise, for each Aβp
, in (13.3), we let Wp = W (βp) in ℓpJ

k(
◦
Xjp ,R) for

p = 1, . . . ,m. Together they yield the from (13.3), the distinguished submanifold,
denoted W (α:β), for linking type (Aα : Aβ1

, . . . ,Aβm
).

Multi-Distance Functions Capturing Geometric Properties of the Boundaries.
For (iii), in using the preceding submanifolds of partial multijet space, we will be

concerned with the generic interaction of strata for each distance function occurring
for linking (especially self-linking). These depend on the differential geometry of the
smooth points of the hypersurface Φj(Xj) = Bj. We use a Monge representation in
preparation for analyzing these functions. This involves the differential geometry
of the boundary as already studied by Porteous [Po].

We let (x1, . . . , xn) denote local orthogonal coordinates on Ty0Bj centered at
y0 = Φj(x0) so that we may locally write the boundary Bi in Monge form as
(x1, . . . , xn, f(x1, . . . , xn)), and use (x1, . . . , xn) as local coordinates for Xi. Note
that at a corner point x0, for each smooth stratum containing x0 in the closure,
we may still obtain a Monge representation for that stratum near y0. If κ1, . . . , κn
denote the principal curvatures of Bi at the origin, then we may furthermore choose
orthogonal coordinates in the principal directions so that

(13.5) f(x1, . . . , xn) =

n
∑

i=1

1

2
κix

2
i +

∑

|α|≥3

aαx
α .

We consider the case where the distance-squared function σi to a point u0 =
(u0,1, . . . , u0,n+1) has a critical point so that u0 lies on the normal line to the surface
at y0. Thus, u0,i = 0 for i < n+ 1. Then, σi is given in the local coordinates by

σi(·, u0) =

n
∑

i=1

(xi)
2 + (

n
∑

i=1

1

2
κix

2
i +

∑

|α|≥3

aαx
α − u0,n+1)

2(13.6)

=
n
∑

i=1

(1 − u0,n+1κi)x
2
i − 2u0,n+1

∑

|α|≥3

aαx
α + (u0,n+1)

2

+ (

n
∑

i=1

1

2
κix

2
i +

∑

|α|≥3

aαx
α)2.

For σi(·, u0) to have a degenerate critical point at y0 requires u0,n+1 = 1
κj

for

some j. If κj = κj′ for some j 6= j′, then σj(·, u0) has corank ≥ 2. The only
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generic singularities of this form which are local minima are the Ẽ7 singularities
when n + 1 = 7. Otherwise we may assume that the coordinates are chosen so
that κ1 > κ2 > · · · > κn. If 1 < j < n, then σj(·, u0) again does not have a local
minimum nor maximum. Thus, for y0 to be a crest point in the positive direction,
u0,n+1 = 1

κ1
> 0. There is a nondegeneracy condition on the coefficient of x3

1 so it
is an A3 point. Likewise, for it to be a crest point in the negative direction requires
u0,n+1 = 1

κn
< 0 with a nondegeneracy condition on the coefficient of x3

n.

In particular, for self-linking of type (Am1 : Am2) to occur (with appropriate
positive direction for u0,n+1), σ1(·, u0) will have an Am1 singularity and σn(·, u′0)
will have an Am2 singularity. In particular for (Am1 : Am2) to occur generically
as a transverse intersection requires n + 1 ≥ m1 + m2 − 3. If n ≤ 6, we obtain
for generic self-linking types: (A3 : A3) for (n ≥ 2): (A3 : A5) and (A5 : A3) for
(n ≥ 4); and (A3 : A7), (A7 : A3), and (A5 : A5) for (n = 6).

In the special case of n+ 1 = 7, there is also the possibility of linking involving
an Ẽ7 point of either self-linking of the form (Ẽ7 : A2

1) or simple linking of the form

(A2
1 : Ẽ7, A

2
1).

Closed Stratified Sets of Higher Codimension. For (iv), the final class of subman-
ifolds of ℓE

(k)(XJi
,R2) arise as strata of a finite list of closed Whitney stratified

sets which include all linking configurations that will be shown to be non–generic.
Within this list, there are three types of strata: (1) submanifolds for simple multi-
germs; (2) those in the closure of a submanifold W (α:β); and (3) those representing
the degeneracy of the geometric conditions on the surface.

For (1), we have already listed the strata of the closures of the jets of simple

elliptic singularities W̃k for k = 6, 7, 8. We also include W̃9, which denotes the
closure of the A9 stratum (i.e. the R+-orbit in k-jet space for k ≥ 10, denoted by

WE
8 in [M2]). Also, W̃6 contains all 3-jets with Hessian of corank ≥ 3 and those

defining local minima are in the singular strata (of codimension ≥ 7). These are
equivalent to the submanifolds used by Mather in [M2].

Similarly, for sufficiently large k, we identify the k–multijet orbits of families of
multigerms having sR+

e −codimension ≥ n+ 2, which have the property that their
closures are Whitney stratified sets invariant under R+. We consider for each i a
multigerm Aη, where η = (η1, . . . , ηs), formed from Aηj

, each of codimension ≤ n+

1. The closure of the multi-orbit W η in sJ
k(

◦
Xi,R) contains strata of codimension

> n+1. Also, for the case of n+1 = 7, we also must allow the Ẽ7 stratum in place
of an Aηj

-orbit. All of the closures of these strata of codimension > n+ 1 are the
strata of closed Whitney stratified sets of multigerms of higher codimension.

For (2), we consider for distinguished submanifolds of partial multijet spaces the
closures of W (α:β) in ℓE

(k)(XJi
,R2). These are represented by

(13.7) W (α:β) := Wα ×Wβ1 × · · · ×Wβq

where Wα and the Wβp denote the closures of the corresponding multi-orbits.
where the product on the RHS is restricted to XJi

. This yields a finite number
of Whitney stratified sets invariant under ℓR+. By the classification of simple
multigerms and the closure of their complement, this yields a finite list of closed
Whitney stratified sets with strata of codimension > n+ 1 in ℓE

(k)(XJi
,R2) that

will be generically avoided.
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For (3), we consider the submanifolds describing (Ar1 : Ar2) with n + 1 <
r1 + r2 − 3. In the case of n + 1 = 7, we also consider submanifolds involving
Ẽ7 points, where either a point is of multigerm type Ẽ7 and Ar for any r ≥ 1, or
linking type (Ẽ7 : Aβ) with |β| > 2 or (Aα : Ẽ7, Aβ) with |α| or |β| > 2. Then, we
again consider the closure of these strata in the partial multijet space and take the
strata of codimension > n+ 1.

14. Generic Properties of Blum Linking Structures

In this section, we apply Theorems 13.1 and 13.2 to the four classes of subman-
ifolds and closed stratified sets defined in §13 to obtain the generic properties of
Blum structures for generic multi-region configurations. We recall that for a given
an i, and multi-index ℓ with s =

∑m
p=1 ℓp, S(i, ℓ) denotes the collection of closed

sR+-invariant Whitney stratified sets constructed in §13 in sJ
k(X∗

i ,R) or for an

m > 0 with assignment p 7→ jp, the distinguished submanifolds of ℓE
(k)(XJi

,R2)
for various k. We consider the consequences of the transversality of the distance
functions and both the multi-distance functions and the height-distance functions.
Although we state the results in terms of the induced stratifications on the union
of boundaries of X∗

i or XJi
, the results then apply to the corresponding bound-

aries of the multi-region configuration Ω defined from a generic model mapping
Φ : ∆ → R

n+1.

Properties of Transversality and Whitney Stratified Sets. We will make use
of several simple lemmas regarding transversality in various settings, several basic
properties of Whitney stratified sets, and a push-forward property for Whitney
stratified sets.

Simple Properties of Transversality. We begin with several lemmas concerning
transversality which we state together here, and whose proofs we leave to the reader.

The first two lemmas concern mappings involving product spaces.

Lemma 14.1. (1) The smooth mapping f = (f1, . . . , fm) : X →
∏m
i Yi be-

tween smooth manifolds is transverse to W =
∏m
i Wi, with each Wi ⊂ Yi a

Whitney stratification, if and only if each fi is transverse to each Wi and
the f−1

i (Wi) intersect transversally in X. Then, f−1(W ) = ∩mi=1f
−1
i (Wi).

(2) The smooth product mapping f =
∏

i fi :
∏

iXi →
∏

i Yi between smooth
manifolds is transverse to W =

∏

iWi, with each Wi ⊂ Yi a Whitney
stratification, if and only if each fi is transverse to each Wi.

2

Lemma 14.2. Suppose f : N × M → P is a smooth mapping between smooth
manifolds which is transverse to a smooth submanifold W ⊂ P . Then the projection
π : N ×M → N restricted to f−1(W )is a local diffeomorphism onto its image at
(x, u), with f(x, u) = y ∈W , if and only if df(x, u)(TxM) ∩ TyW = 0.

2

Next we consider two situations when we can deduce transversality for push-
forwards of submanifolds.

Lemma 14.3. Let U and Yi, i = 1, 2, be smooth manifolds. Let Z1 ⊂ Y1 × U and
Z2 ⊂ U × Y2 be smooth submanifolds such that Z1 × Y2 and Y1 ×Z2 are transverse
in X = Y1 × U × Y2. Let π1 : U × Y2 → U and π2 : Y1 × U → U denote projection
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along Y1 respectively Y2, onto U . Suppose each projection π2|Z1 and π1|Z2 is a
submersion onto its image W1, respectively W2. Then, W1 is transverse to W2 in
U .

2

A second lemma is the following.

Lemma 14.4. Suppose π : X → Y is a smooth fibration and that π|Z1 : Z1 →W1

is the restriction of the fibration to the smooth submanifold W1 ⊂ Y . Let Z2 ⊂ X
be a smooth submanifold which is transverse to Z1. Let W2 = π(Z2) and suppose
π|Z2 →W2 is a submersion. Then W1 is transverse to W2.

2

Basic Properties of Whitney Stratified Sets. For this we recall several simple prop-
erties of Whitney stratifications, and refer the reader to Thom [Th2], Mather [M1],
[M3], or see also [GLDW].

(1) Pull-back by a Transverse Mapping: Suppose f : X → Y is a smooth
mapping transverse to a Whitney stratified set Z ⊂ Y , which has strata
{Si}. Then, f−1(Z) is a Whitney stratified set with strata {f−1(Si)}.

(2) Products of Whitney Stratified Sets: If Zj ⊂ Xj is a Whitney stratified set

with strata {S
(i)
j }, for j = 1, . . . ,m, then

∏m

j=1 Zj ⊂
∏m

j=1Xj is a Whitney

stratified set with strata {
∏m

j=1 S
(ij)
j } for all possible choices ij .

(3) Transverse Intersection: Suppose Zj ⊂ X are Whitney stratified sets with

strata {S
(i)
j }, for j = 1, . . . ,m. If the Zj are in general position (i.e. the

strata S
(i1)
1 , S

(i2)
2 , . . . , S

(im)
m are in general position for all possible ij), then

∩mj=1Zj is a Whitney stratified set with strata ∩mj=1S
(ij)
j for all possible ij.

For (1) see Thom [Th2], or for (1) and (2) see [M1], and then (3) follows from (1)
and (2) applied to the diagonal map being transverse to the product stratification
∏

Zj .
We remark that by applying the Lemmas to the strata of Whitney stratifications,

we obtain analogues of the Lemmas for Whitney stratifications.

Consequences of Transversality for (Multi-) Distance Functions. We now
combine the transversality results with the generic transversality properties of
multi-distance functions to be followed by those resulting for height-distance func-
tions. To keep notation and special cases when n + 1 = 7 from excessively com-
plicating the discussion, we will concentrate on the properties for linking of types
(Aα : Aβ1

, . . . , Aβm
). We can then modify the argument replacing one of the Aα

or Aβp
orbits by the Ẽ7-stratum.

We consider for m > 0 the assignment p 7→ jp, and a partition ℓ = (ℓ1, . . . ℓm)

with ℓp-tuple x(jp) = (x
(jp)
1 , . . . , x

(jp)
ℓp

) ∈ (
◦
Xjp)(ℓp), for each 1 ≤ p ≤ m, so that

(x
(j1)
1 , . . . , x

(jm)
1 ) ∈ (

◦
Xi)

(m), and (uj1 , . . . , ujm , u(i)) ∈ (Rn+1)(m+1). We suppose

that at {x
(jp)
1 , . . . , x

(jp)
ℓp

} the distance function σ(·, u(jp)) has a multigerm of type

Aβp
, and at {x

(jp)
1 , . . . , x

(jm)
1 } in

◦
Xi the distance function σ(·, u(i)) has a multigerm

of type Aα.
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We begin with the distance function σi and the σjp . First, for n ≤ 6, and each j

we let Pj σ ⊂ Emb(∆,Rn+1) consist of all Φ such that sj
k
1σj is transverse to every

element of S(j, ℓ). The set Pj σ is a residual subset of Emb (∆,Rn+1) by Theorem
13.1. Then, the intersection Pσ = ∩jPj σ is again residual. We apply Theorem

13.1 for Φ ∈ Pσ to the W (α) ⊂ sJ
k(X∗

j ,R). Suppose S = (x(1), . . . , x(s)) × {u0} ∈

sj
k
1σ

−1
j (W (α)). Then, if k is large enough, the proof of Mather’s Theorem 4.1,

as given in [M2, Thm 9.1, Thm 9.2], implies that the distance function defines
R+-versal unfoldings

σj : X∗
j × R

n+1, S × {uj} → R .

This will be true for each multigerm σ(·, u(jp)) for j = jp and uj = u(jp) for a
partition ℓ = (ℓ1, . . . ℓm) as in §12, this holds for each s = ℓp for p = 1, . . . ,m. Note
that Mather does not actually give the details of the proof of these theorems and
refers to adapting another proof which he does not give. However, this result also
follows in our situation from a more general result given in [D5, §5], valid for more
general geometric subgroups of A and K.

Hence, for ui ∈ int (Ωi) the Blum medial axis for Ωi, which is the Maxwell set for
the versal unfolding, exhibits the generic local forms given by Mather’s Theorem
4.1.

This establishes that the properties i), and ii) of Theorem 4.18 and (1) for The-
orem 4.17 hold for a residual set of embeddings of the configuration.

Second, for n ≤ 6, we let Pj ρ ⊂ Emb(∆,Rn+1) consist of all Φ such that

ℓj
k
1ρj is transverse to every element of S(j, ℓ). The set Pj ρ is a residual subset of

Emb (∆,Rn+1) by Theorem 13.2. Then, the intersections Pρ = ∩jPj ρ and Pρ σ =
Pρ ∩ Pσ are again residual sets. We deduce the consequences of the transversality
conditions.

For Φ ∈ Pi ρ, transversality of ℓj
k
1ρi toW (α:β) yields transversality statements for

certain submanifolds in the product space X
(ℓ)
Ji

× (Rn+1)(m). We first consider the

consequences of transversality to these submanifolds in X
(ℓ)
Ji

× (Rn+1)(m) and show
how this implies transversality results for certain projections of the submanifolds,
which are needed for the classification of generic linking.

We consider points

(x(j1), . . . , x(jm), u(i), u(j1), . . . , u(jm)) ∈ X
(ℓ)
Ji

× (Rn+1)(m+1),

with x(jp) = (x
(jp)
1 , . . . , x

(jp)
ℓp

) ∈
◦
X

(ℓp)

j .

For each p we have x
(jp)
1 ∈ Xi jp . For each p = 1, . . . ,m, we choose disjoint open

neighborhoods U
(q)
jp

⊂
◦
Xjp of the x

(jp)
q and let Ujp =

∏ℓp
q=1 U

(q)
jp

. Likewise, we choose

disjoint open neighborhoods Vjp ⊂ R
n+1 of u(jp) and Vi of u(i). Then, we let

Y =
m
∏

p=1

Ujp × Vi ×
m
∏

p=1

Vjp

which is an open subset of X
(ℓ)
Ji

× (Rn+1)(m+1). We also let Ũ =
∏m

p=1 U
(1)
jp

⊂
◦
X

(m)

i ;

and for each p, we let Yp = Ujp × Vjp so that Y ≃ (
∏m
p=1 Yp) × Vi.
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Next, we denote the natural projections

π0 : Y → Ũ × Vi

and, for p = 1, . . . ,m,
πp : Y → Yp.

We have the jet extension mapping for the distance function σ : X × R
n+1 (which

restricts to the σi on X∗
i × R

n+1),

(14.1) mj
k
1σ(·, u(i)) : Ũ × Vi → mJ

k(
◦
X i,R)

and for each p, we have

(14.2) ℓpj
k
1σ(·, u(jp)) : Ujp × Vjp → ℓpJ

k(
◦
Xjp ,R).

We let
(14.3)

Z(α) = (mj
k
1σ(·, u(i)))−1(W (α)) and Z(βjp

) = (ℓpj
k
1σ(·, u(jp)))−1(W (βjp

))

for each p.
Then, the consequences for the jet extension mappings are given by the following.

Proposition 14.5. For Φ ∈ Pρ, we have the following transversality properties for

ℓpj
k
1σ(·, u(jp)) and ℓj

k
1 ρi:

(1) mj
k
1σ(·, u(i)) is transverse to W (α);

(2) each ℓj j
k
1σ(·, u(jp)) is transverse to W (βjp

);

(3) the π−1
p (Z(βjp

)), for p = 1, . . . ,m, are in general position;

(4) their intersection is transverse to π−1
0 (Z(α)); and

(5) on Y

(14.4) (ℓj
k
1 ρi)

−1(W (α:β)) = π−1
0 (Z(α)) ∩ (∩mp=1π

−1
p (Z(βjp

))).

Proof. To simplify the notation, we let Ep denote the jet space ℓpJ
k(

◦
Xjp ,R), h0

denote the jet-extension mapping sj
k
1σ(·, u(i)), h′0 denote the jet-extension mapping

mj
k
1σ(·, u(i)) in (14.1), and let hp : Yp → Ep denote each jet-extension mapping in

(14.2). Then, the jet extension mapping

(14.5) ℓj
k
1 ρi : X

(ℓ)
Ji

−→ ℓE
(k)(XJi

,R2)

may be written

(14.6) h = (h0,

m
∏

p=1

hp ◦ πp) : Y → E(1) × E(2)

where each E(i) =
∏m

p=1Ep, for i = 1, 2.

By Theorem 13.2, the mapping ℓj
k
1ρi in (14.5) is transverse toW (α:β) in ℓE

(k)(XJi
,R2).

In the form of (14.6), this states that h is transverse to W (α)×W (βj1
)×· · ·×W (βjm

),

with W (α) ⊂ E(1) and each W (βjp
) ⊂ Ep in E(2). By Lemma 14.1, this is

true if and only if h0 is transverse to W (α) in E(1) and hp ◦ πp is transverse to

W (βj1
) × · · · ×W (βjm

) in E(2). Also, for h0, we note that by (13.2) and (13.4),

W (α) has fibers over X
(ℓ)
Ji

of the form

(14.7) W
(α)
0 =

m
∏

p=1

(W
(αp)
0 × (Jk(

◦
Xjp ,R))ℓp−1) × ∆m

R
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Thus, by the form of (14.7), transversality of sj
k
1σ(·, u(i)) to W (α) is equivalent to

the transversality of mj
k
1σ(·, u(i)) ◦ π0 to W (α) ⊂ mJ

k(
◦
Xi,R) whose fibers are of

the form

(14.8) W
(α)
0 = W

(α1)
0 × · · · ×W

(αq)
0 × ∆m

R

Moreover,

sj
k
1σ(·, u(i))−1(W (α)) = π−1

0 (Z(α)) = π−1
0 (mj

k
1σ(·, u(i))−1(W (α)))

(with the versions of W (α) on each side being in their appropriate spaces).
Then, we may apply Lemma 14.1 and obtain :

i) h′0 ◦ π0, and hence h′0, is transverse to W (α);

ii) each hp ◦ πp, and hence hp, is transverse to W (βjp
);

iii) the (hp ◦ πp)−1(W (βjp
)) are in general position in Y ; and

iv) (h′0 ◦ π0)
−1(W (α)) is transverse to ∩mp=1(hp ◦ πp)

−1(W (βjp
)).

Then, the statements in the proposition are an immediate consequence of these
properties resulting from the transversality conditions. �

Stratification Properties on
◦
Xi and R

n+1 and Generic Linking Properties.
Now, we begin to apply the preceding properties to obtain the remaining con-

clusions in Theorems 4.17 and 4.18.
We next turn to the linking properties. For these we have to establish: i) there

is a stratification on
◦
X i given by Aα-types of multigerms for ρi, two of which are

Whitney stratifications; and ii) the stratifications on
◦
Xi by Aα-types and those

given by the Aβjp
-types intersect transversely.

Because the stratification by the W (α) or W (βjp
) form Whitney stratifications,

so does the product stratification by the W (α:β). Hence, by the transversality to

Whitney stratifications, the Z(α) or Z(βjp
) in (14.3) form Whitney stratifications,

with strata the inverse images of the strata of W (α) or W (βjp
). Moreover as the

πj are submersions, by (3) above we deduce that ∩mp=1π
−1
p (Z(βjp

)), which is the
transverse intersection of Whitney stratified sets, is again Whitney stratified with

strata the intersections of the strata of the π−1
p (Z(βjp

)). Then, by (4) and (14.4)

so is ( ℓj
k
1 ρi)

−1(W (α:β)) Whitney stratified on Y with strata the intersections of

the strata of π−1
0 (Z(α)) and ∩mp=1π

−1
p (Z(βjp

)). These stratifications are in X
(ℓ)
Ji

×

(Rn+1)(m) rather than in
◦
X i or in R

n+1. Next we relate these stratifications to

those in
◦
Xi and R

n+1.
First, by the openness of versality and the uniqueness of versal unfoldings, at

any point of the Blum medial axes, uj ∈ int (Ωj) for some j, the medial axis is dif-

feomorphic to a product along the stratum containing u(j). Hence, the projections

of any of the Z(α) or Z(βjp
) map them diffeomorphically onto the corresponding

strata in int (Ωi) or int (Ωjp) which form a Whitney stratification by multigerm

type in the parameter space R
n+1 of the versal unfolding.

Second, we have the following corresponding results for projection onto the fac-
tors Uj .
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Proposition 14.6. For Φ ∈ Pi ρ, the strata Z(α) and Z(βjp
) project diffeomor-

phically onto their images Σ(α), resp. Σ(βjp
), in each U

(i)
jp

. Hence, they project

diffeomorphically onto their images in each Ũ and Ujp . These strata {Σ(α)} or

{Σ(βjp
)} form stratifications. Moreover, the subset of strata Σ(α) with αjp ≥ 3, or

the subset with all αji = 1 form Whitney stratifications, and likewise for the subsets

of strata {Σ(βjp
)}.

Proof of Proposition 14.6. We apply Lemma 14.2 to the jet extension mappings

(14.1) and (14.2) with W denoting either W (α) or W (βjp
). Then, for the first claim

it is only necessary to show the conditions of Lemma 14.2 are satisfied. This will
follow directly from Lemma 17.1 which shows that the jet extension map (14.1)

viewed as defined on U
(i′)
jp

× (
∏

p6=i′ U
(1)
jp

× Vi), with the first factor representing

N , satisfies the conditions of Lemma 14.2. Likewise, as projection onto Ũ and Ujp

composed with the further projection onto U
(i)
jp

is a local diffeomorphism onto its

image, hence it must be true for the projections onto Ũ and Ujp .
To see that the subsets of strata form a Whitney stratification, we first apply

Lemma 14.2 to the strata in the Thom-Boardman stratum Σn,1. By Lemma 17.3,
for a germ of a generic distance function this stratum is mapped diffeomorphically
onto its image in X . Hence, the strata in the image of Σn,1 form a Whitney

stratification. Second, for the case where all αjp = 1, we let x
(jp)
1 ∈ Bjp be a

point in a stratum of type Ak1 . If x
(j)
2 ∈ Bji is another point in the same stratum

associated to the same point in Mj, then they lie in a common A2
1 stratum, where

we do not consider absolute minimum values for distance. By applying Lemma 14.2
with Lemma 17.1 again, we conclude that this stratum is the diffeomorphic image of
a smooth stratum in the jet space. In this stratum, the other higher strata Ak1 form
a Whitney stratification, and hence so does their image under the diffeomorphism.
A similar argument works for the case with all βjp i = 1. �

We now claim that these two stratifications are transverse.

Proposition 14.7. For Φ ∈ Pi ρ, the stratifications Σ(α) and Σ(βjp
) for p =

1, . . . ,m intersect transversely in
◦
Xi. Hence, the intersections of the subset of

strata Σ(α) with αjp ≥ 3 or the subset with all αji = 1 with one of the subsets

of strata {Σ(βjp
)} with βjp 1 ≥ 3 or the subset with all βjp i = 1 form Whitney

stratifications.

Proof. We consider transversality to the stratification defined by the submanifolds

W (α,βjp
) (recall the definition after (13.3)). Then,

mj
k
1 ρ

−1
i (W (α,βjp

)) = π−1
0 (Z(α)) ∩ π−1

p (Z(βjp
))

is a transverse intersection by (1) of Lemma 14.1. Thus, the stratifications restricted
to Y are transverse. They have the following forms:

π−1
0 (Z(α)) = Z(α) ×

m
∏

p=1

(

ℓp
∏

i=2

U
(i)
jp

× Vjp
)

,(14.9)

π−1
p (Z(βjp

)) = Zβj ×
∏

p′ 6=p

(

Ujp′ × Vjp′

)

× Vi.
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Let U =
∏

p′ 6=p(
∏ℓp
r=2U

(r)
jp′

× Vjp′ ) and Ũjp =
∏ℓp
i=2 U

(i)
jp

. By (14.9), both

π−1
0 (Z(α)) and π−1

p (Z(βjp
)) form fibrations with fiber U . Thus, we may project

along U and obtain by Lemma 14.4 that the strata Z(α) × Ũjp × Vjp and Z(βjp
) ×

(
∏

p′ 6=p U
(1)
jp′

) × Vi are transverse in Ũ × Ũjp × Vjp × Vi.

If we let Y1 = (
∏

p′ 6=p U
(1)
jp′

) × Vi and Y2 = Ũjp × Vjp , then,

Y1 × U
(1)
jp

× Y2 = Ũ × Ũjp × Vjp × Vi.

Hence, we may apply Lemma 14.3 to conclude that the images under the projection

onto U
(1)
jp

, namely Σ(α) and Σ(βjp
), are transverse in U

(1)
jp

.

The proofs that the subsets of strata form Whitney stratifications follow from
Proposition 14.6 together with their transverse intersections. �

Applying the diffeomorphism Φ implies that the strata Σ(α) and Σ(βjp
) intersect

transversely in Bi. This holds for all p = 1, . . . ,m, and we conclude that the
linking configuration (Aα : Aβ) is generic. This proves that there is a residual set
of mappings such that the generic linking property holds. This yields property (2)
for Theorem 4.17 and property v) for Theorem 4.18, except for self-linking.

We recall that self-linking can occur in two forms: i) multiple points from a
single region together with other points from another region occur in a linking
configuration (partial linking); or ii) only points in a single region belong to the
configuration (self-linking). In either case, the stratifications in partial multijet
space are still given for the multi-distance functions by the type (ii) submanifolds
which we defined in §13. It is in these cases where we need the assignment functions
with possible multiple repetitions. We can again conclude by Theorem 13.1 that
for both partial linking and self-linking, there is a residual set of embeddings Φ so
that the resulting jet maps for the distance function exhibit generic properties, and
that transversality to strata holds for the individual distance functions.

Lastly, by the Transversality Theorem 13.1, we may conclude that sj
k
1σ

−1
i (W (α))

is transverse to (ΣQ)(s) ×R
n+1. Then, by Proposition 14.6, sj

k
1σ

−1
i (W (α)) projects

diffeomorphically onto its image Σ(α). Hence, by Lemma 14.4 its transverse in-
tersection with (ΣQ)(s) ×R

n+1 maps diffeomorphically to the intersections of Σ(α)

with Σ(α) ⊂ X∗
i . Thus, ΣQ is transverse to Σ(α) in X∗

i , which establishes property
iv) of Theorem 4.18 for a residual set of embeddings of the configuration.

Consequences of Transversality for Height-Distance Functions. We follow
the same line of reasoning as we did for the multi-distance function case. Now
we deduce from the transversality results, the generic properties of height-distance
functions.

For n ≤ 6, we let Pi τ ⊂ Emb(∆,Rn+1) consist of all Φ such that ℓj
k
1 τ is

transverse to every element of S(i, ℓ), i = 0, . . . ,m. The set Pi τ is a residual subset
of Emb (∆,Rn+1) by Theorem 13.2. Then, the intersection Pτ = ∩iPi τ is again a
residual set. We deduce the consequences of the transversality conditions.

For Φ ∈ Pi τ , transversality of ℓj
k
1 τ to W (α:β) yields transversality statements

for certain submanifolds in the product space X
(ℓ)
J0

× (Rn+1)(m) × Sn. We again

first consider the consequences of transversality to these submanifolds in X
(ℓ)
J0

×

(Rn+1)(m) × Sn and then show how this implies transversality results for certain
projections of the submanifolds.
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First we deduce from the transversality to the submanifolds in S(i, ℓ) the ana-
logue of Proposition 14.5. We use the same notation, except now Vi ⊂ Sn is a
neighborhood of v ∈ Sn, and let
(14.10)

Z̃(α) = (mj
k
1 ν(·, v))

−1(W (α)) and Z(βjp
) = ( ℓj j

k
1σ(·, u(jp)))−1(W (βjp

))

for each p.
Then, the consequences for the jet extension mappings are given by the following.

Proposition 14.8. For Φ ∈ Pτ , we have the following transversality properties for

ℓpj
k
1 ν(·, v), with v ∈ Sn, and ℓj

k
1 τ :

(1) mj
k
1 ν(·, v) is transverse to W (α);

(2) each ℓj j
k
1σ(·, u(jp)) is transverse to W (βjp

);

(3) the π−1
p (Z(βjp

)), for p = 1, . . . ,m, are in general position;

(4) their intersection is transverse to π−1
0 (Z̃(α)); and

(5) on Y

(14.11) ( ℓj
k
1 τ)

−1(W (α:β)) = π−1
0 (Z̃(α)) ∩ (∩mp=1π

−1
p (Z(βjp

))).

Then we may apply the same reasoning as in the proof of Mather’s Theorem 4.1.

Suppose S = (Sj1 , . . . , Sjm) ∈ ℓj
k
1 τ

−1(W (α:β)), with each Sjp = {x
(jp)
1 , . . . , x

(jp)
ℓp

}

and each x
(jp)
1 ∈

◦
Xi. We let S′ = {x

(jp)
1 , . . . x

(jm)
1 }.

As earlier, (2) implies the distance functions σ(x, u(jp)) :
◦
Xjp ×R

n+1, Sjp ×

{u(jp)} → R, p = 1, . . . ,m, define R+-versal unfoldings. If u(jp) ∈ int (Ωjp), the
Blum medial axes for Ωi and the Ωjp , which are the Maxwell sets for the versal
unfoldings, exhibit the generic local forms given by Mather’s Theorem 4.1.

Then, if k is large enough, (1) implies that the height function ν(x, v) : XJ0 ×
Sn, S′ × {v} → R defines an R+-versal unfolding. The spherical axis Z is the
Maxwell set for ν, and hence has the same local generic structure. In particular, it
consists of v ∈ Sn such that ν(·, v) has an absolute maximum at S′. Thus, S′ ⊂ B∞,
and the structure of the set of such v ∈ Sn exhibits the same generic local forms as
the Blum medial axes, except with one lower dimension.

Second, to determine the structure of B∞ and then M∞ we need the analogue
of Proposition 14.6.

Proposition 14.9. For Φ ∈ Pi τ , the strata Z̃(α) and Z(βjp
) project diffeomor-

phically onto their images in each U
(i)
jp

. Hence, they also project diffeomorphically

onto their images in Ũ and Ujp . Moreover, the subset of strata Σ(α) with αjp ≥ 3
or the subset with all αji = 1 form Whitney stratifications.

Proof of Proposition 14.9. Proposition 14.6 already applies to the Z(βjp
). For Z̃(α),

we apply Lemma 17.2 and then Lemma 14.2 to the jet extension mapping sj
k
1 ν(·, v).

The argument that the subsets of strata form Whitney stratifications follow the
same arguments used in the proof of Proposition 14.6. �

We let the projection of the stratum Z̃(α) onto Ujp be denoted by Σ
(α)
∞ , and that

of Z(βjp
) by Σ(βjp

). Third, we may apply the same proof as for Proposition 14.7
to conclude that the two stratifications are transverse.
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Proposition 14.10. For Φ ∈ Pi,τ , the stratifications Σ
(α)
∞ and Σ(βjp

) for p =

1, . . . ,m intersect transversely in
◦
X0. Hence, the intersections of the subset of

strata Σ(α) with αjp ≥ 3 or the subset with all αji = 1 with one of the subsets

of strata {Σ(βjp
)} with βjp 1 ≥ 3 or the subset with all βjp i = 1 form Whitney

stratifications.

Proof. The proof follows by an argument analogous to that for Proposition 14.7.

The strata Σ
(α)
∞ transversely intersect the strata Σ(βjp

), which correspond to the
strata of the Blum medial axis of Ωjp . That the intersections of subsets of the strata
form Whitney stratifications follows from Proposition 14.9 and their transverse
intersection. �

Generic Properties of B∞ and M∞. We now use the preceding to establish for
the residual set Pτ the properties of B∞ and M∞ given by vi) of Theorem 4.18.
We recall that B∞ consists of x ∈ B such that a height function has an absolute
maximum (or minimum for the height function for the opposite direction) and is

stratified by the Σ
(α)
∞ , which correspond to the strata Σ

(α)
Z , and the Σ

(α)
B . These

strata intersect transversally and Mi∞ consists of the strata in M̃i corresponding

to the intersections of these strata under the correspondence of the strata Σ
(α)
M of

Mi with the Σ
(α)
B . Then, the generic structure of B∞ and M∞ is given by the

following proposition.

Proposition 14.11. For the residual set Pτ , the global radial flow ψ : N+|B∞ is
a global diffeomorphism with image the complement of the set of points lying in the
image of the linking flow. Moreover, the interior points of B∞ consist of points
where a height function has a unique nondegenerate maximum; and the boundary
of B∞ consists of points x ∈ S such that a height function h : B, S → R, y is a
multigerm of type Aα, with either |α| > 1 or α1 ≥ 3 and odd.

Proof. First, we prove that B∞ lies in the smooth strata of B, which we view as
a piecewise smooth manifold. At any singular point x of the boundary of a region
Ωi, there is another region Ωj for which x is also a singular point of its boundary.
Then, TxXi j will contain points of Ωi or Ωj on each open half-space determined
by it. Hence the height function cannot have an absolute minimum at x. Thus,
x /∈ B∞.

Second, by the genericity properties of height functions, if a height function has

an absolute minimum at a point x ∈
◦
X0, but it is not a nondegenerate minimum,

then it is of type Ak, k ≥ 3 and odd. By the normal form for the versal unfolding
of such germs, there are codimension one strata in the Maxwell set for Ak of type
A2

1. As we cross such a stratum tranversely the absolute minimum moves from
the neighborhood of one A1 point to the other. Hence, the corresponding curve
crossing the one A1 stratum in a neighborhood will move from B∞ to points not
in B∞. Thus, these strata are in the boundary of B, and hence so is the Ak point.
If instead, we have S ⊂ B so a height function h : B, S → R, y is a multigerm of
type Aα, with |α| > 1, then for x1 ∈ S with α1 > 0, we can again by versality find
strata of type A2

1 which contain the tuple (x1, . . . , xr). By an analogous argument
as above, x1 is contained in the boundary of B∞.

Third, we consider a point x0 ∈ B where a height function has a unique non-
degenerate absolute maximum. We claim that x0 is an interior point of B∞. Let
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n be the outward pointing unit normal vector field to B in a neighborhood of x,
then the height function is given by h0(x) = x · n(x0). We claim that there is a
neighborhood W of x0 in B so that for all x′ ∈ W , the height function has a unique
nondegenerate absolute maximum at x′.

To see this, we note that by the C∞-stability of Morse singularities, there is a
neighborhood W of x0 with compact closure such that h0|Cl(W ) is C∞ stable with
only a single singular point at x0. Thus, for x′ in a sufficiently small neighborhood
W ′ ⊂W , for the corresponding height function hx′(x) = x·n(x′), hx′ |Cl(W ) is C∞-
equivalent to h0, and thus has a nondegenerate maximum at x′. We further claim
that for x′ in a smaller neighborhood W ′′ ⊂ W ′, hx′ has an absolute maximum
at x′. If not, then for a decreasing sequence of neighborhoods Wi ⊂ W ′ whose
intersection is x0, there are xi ∈ Wi and yi ∈ B so that yi · n(xi) ≥ xi · n(xi). This
implies that yi /∈ Cl(W ). By compactness we may take a subsequence and assume
lim yi = y0 ∈ B\W . Then taking limits in the inequalities, we obtain limxi = x0

and limn(xi) = n(x0) so y0 · n(x0) ≥ x ·n(x0) with y0 6= x0, which contradicts our
assumption about x0. Thus, x0 is an interior point of B∞; and by our description
of the boundary, the interior of B∞ consists of such points. It then follows that B∞

has a boundary in
◦
X0 which has a local form given by the Σ

(α)
∞ for the R+-versal

unfolding of multigerms of the height function.
Fourth, we claim that the global radial flow ψ : N+|B∞ is a diffeomorphism

onto its image. There are two steps: showing that the global flow is everywhere
nonsingular, and showing that the flow is 1 − 1.

For nonsingularity, we choose a Monge patch W about x0 ∈ Bi,∞, which cor-
responds to 0, so that the height function is the xn+1 coordinate which has an
absolute maximum at x and xn+1 = f(x1, . . . xn) locally defines B on W . Hence,
the Hessian of f has nonpositive eigenvalues, which are the principal curvatures of
B at x0. The global radial flow will be nonsingular out to Bi, and from there, given
t0 > 1 we can view it as a “new radial flow” defined on W with “radial vector field”
t0rui. If this flow is nonsingular for t ≤ 1, then the original global radial flow is
nonsingular for t ≤ t0+1. Hence, if this holds for arbitrary t0, then it is nonsingular
for all t. Lastly, for this vector field, the principal radial curvatures are the usual
principal curvatures. Thus, as all of the principal curvatures are nonpositive, the
radial curvature condition is vacuously satisfied (see Proposition 7.2).

To see that the flow is also 1 − 1 on B∞, we suppose not. Let x, x′ ∈ B∞ be
distinct points such that the positive normal half-lines which point out from B at
these points intersect at some point u. Suppose ‖u − x‖ ≥ ‖u − x′‖. We choose
coordinates so x = 0 and let v be the outward pointing unit vector to B at x with
L the line spanned by v. Then, x′ /∈ L or our above assumption implies v · x′ > 0,
a contradiction for x. Hence, if x′′ is the orthogonal projection of x′ onto L, then
by the triangle inequality ‖u − x′′‖ < ‖u − x′‖ ≤ ‖u‖. Thus, x′′ = cv for some
c > 0, and x′′ ·v = c > 0, a contradiction. Thus, the half-lines do not intersect and
the global flow on B∞ is 1 − 1, and hence a global diffeomorphism onto its image.

There is one final part of property iv) to show, which will follow from the next
lemma.

Lemma 14.12. If x ∈ B\B∞, then there is a point in B (which may be x itself
through self-linking) to which x is linked. Also, any point not in the image of the
global radial flow on N+|B∞ is in the image of the linking flow.
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This Lemma establishes property vi) of Theorem 4.18 for the residual set Pτ ,
completing the proof. �

It remains to prove the Lemma. For this proof, given a hyperplane H in R
n+1

with a distinguished point x0 ∈ H and a normal vector n to H , we will use the
notion of a family of spheres {Sa : a > 0} of radii a, lying on one side of H ,
and tangent to H at x0. We can by a change of coordinates assume x0 = 0, H
is the coordinate hyperplane defined by xn+1 = 0 and n = en+1, the unit vector
in the positive xn+1-direction. Then, in this model situation, Sa is defined by
∑n+1
i=1 x

2
i −2axn+1 = 0. We can easily check that if a 6= a′ > 0 then Sa∩Sa′ = {0},

and given any x = (x1, . . . , xn+1) ∈ R
n+1 with xn+1 > 0, there is a unique Sa

containing x (and we can write a as a smooth function of x on the open half-space).
We make use of such families of spheres to prove the Lemma.

Proof of Lemma 14.12. For the first statement, let x0 ∈ B\B∞ and n denote the
unit outward pointing normal vector to B at x0. Let κi denote the principal cur-
vatures of B at x0, and let rmin = min{ 1

κi
: κi > 0} or ∞ if all κi ≤ 0.

Since x0 /∈ B∞, the height function in the direction n does not have an absolute
maximum at x0; thus, there are points of B in the half-space defined by Tx0B with
n pointing into the half-space. We consider the family of Sa for this data. If
0 < r0 < rmin, then there is a neighborhood U of x0 such that for 0 < a ≤ r0,
Sa ∩ U = {x0}. Then, if Sa ∩ (B\U) = ∅ for 0 < a ≤ r0, then Sa ∩ B = {x0}
for 0 < a ≤ r0. If this holds for all 0 < r0 < rmin, then x0 is an A3-point of the
distance function to the focal point y = x0 + rminn, which is an edge point of the
medial axis.

Otherwise, there is a smallest a such that Sa∩B\{x0} 6= ∅. Hence, Sa is tangent
to B for any such intersection point. Thus, x0 is linked to such an intersection
point. In either case, x0 is linked to a point in B.

For the second statement, let y ∈ Ω0\ψ(N+|B∞). Then, by compactness, there
is a point x0 ∈ B of minimum distance to y. If there are more than one such point,
then y ∈ M0 and is in the image of the linking flow. If x0 is the unique minimum
point, then we consider the family of spheres for x0, Tx0B, and n the outward
pointing unit normal vector to B at x0. If a = ‖y − x0‖, then by assumption
Sa ∩ B = {x0}, thus ‖y − x0‖ ≤ rmin.

As y /∈ ψ(N+|B∞), the height function in the direction of n cannot have an
absolute maximum at x0, so there are points of B in the open half-space defined by
Tx0B and n. Hence, by the above argument, there is a smallest a with ‖y−x0‖ ≤ a ≤
rmin satisfying one of the following two possibilities. If a = rmin is the minimum
positive radius of curvature of B at x0, then y′ = x0 + rminn is a focal point for
rmin and thus y = x0 + ‖y − x0‖n lies in the image of the linking flow. Otherwise,
a < rmin and there is another x′ ∈ Sa ∩B. Then, x0 and x′ are linked via x0 + an,
and again y = x0 + ‖y − x0‖n lies in the image of the linking flow. In either case
we obtain the second statement of the Lemma. �

Proof of Theorem 4.17 for a Residual Set of Embeddings:
By the preceding results we have now established properties i), ii) , iv), and vi)

for Theorem 4.18. The remaining properties iii) and v) concerning the edge corner
points will be established in the next section. However, we are now able to conclude
the proof of Theorem 4.17 for the residual set of mappings in P = Pρσ ∩ Pτ . We
summarize the consequences we have obtained by applying Theorem 13.2 for n ≤ 6
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to the elements of the S(i, ℓ). In terms of the configuration Ω consisting of disjoint
regions with smooth boundaries, these results yield the following.

(1) Transversality to the submanifolds representing orbits of simple multigerms
implies that every region Ωi ⊂ R

n+1 for i = 1, . . . , r has a Blum medial
axis exhibiting only the generic local normal forms given in Theorem 4.1.
This also holds for the linking medial axis in the complement Ω0.

(2) By Propositions 14.6 and 14.7 there are stratifications of the smooth regions

of the region boundaries Bi by the multigerm types Σ(α) and Σ(βj), which
intersect transversally; moreover they are Whitney stratified sets for two
of the three types described in §4. Hence, we obtain the generic linking
structure (including self-linking) on the smooth points of the boundaries
Bi.

(3) In the case of disjoint regions with smooth boundaries, these give properties
(1) and (2) of Theorem 4.17.

(4) By Propositions 14.9 and 14.10, B∞ has a stratification formed from height
function multi–germs of the types described in §4, which intersects transver-
sally the strata Σ(βj) of the multigerm types for the distance functions, and
forms a stratified set in Bj .

(5) Moreover, by Proposition 14.11, we have also established the properties of
B∞ and M∞. This gives property (3) of Theorem 4.17.

Remark 14.13. In the bounded case where the configuration lies in a region Ω̃
which is a manifold with boundaries and corners, we require that the radial lines
from M which meet ∂Ω̃ do so transversely, by which we mean that at singular
points of ∂Ω̃, the radial line is transverse to all limiting tangent planes at that
point. By scaling Ω̃ we obtain a parametrized family, which by the parametrized
transversality theorem will be transverse to M0 for almost all parametrized values.
Alternatively this is equivalent to scaling the configuration. Hence, sufficiently
small perturbations will make it transverse. For a convex region Ω̃, all lines from
the interior will be transverse to the boundary, so we have the second condition for
a bounded region.

Thus, in the case of a configuration consisting of disjoint regions with smooth
boundaries, these yield the properties for a generic Blum linking structure for a
residual set of embeddings of the configuration. This proves Theorem 4.17 for a
residual set of embeddings. It remains to show that it holds for an open set of
embeddings. This will be shown in the next section.

We conclude this section by using the transversality of the stratifications to prove
Corollary 4.20.

Proof of Corollary 4.20. Let Φ ∈ Pρ be a generic configuration. By our earlier

results, we know that dimΣ
(α:β)
Mi

= dimΣ
(α:β)
Bi

. Thus it is enough to verify the

result for Σ
(α:β)
Mi

. We use the same notation as earlier (α : β1, . . . ,βm). Again by

the preceding results, Σ
(α:β)
Mi

is the diffeomorphic image of ℓj
k
1 ρ

−1
i (W (α:β)) under

projection. Hence, they have the same dimension.
Second, Theorem 13.2 implies that the codimension of W (α:β) in ℓE

(k)(XJi
,R2),

which we denote by codim
ℓE(k)(W (α:β)), equals the codimension of ℓj

k
1 ρ

−1
i (W (α:β))

in the space XJi
× (Rn+1)(m+1). Thus, combining the first two statements, we
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conclude

dimΣ
(α:β)
Mi

= dim ℓj
k
1 ρ

−1
i (W (α:β))

=

(

m
∑

p=1

nℓp + (n+ 1)(m+ 1)

)

− codim
ℓE(k)(W (α:β)) .(14.12)

Third, by the local form of ℓE
(k)(XJi

,R2) and replacing R
2 by R in (12.4) we have

(14.13)

codim
ℓE(k)(W (α:β)) = codim

mJk(XJi
,R)(W

(α)) +

m
∑

p=1

codim
ℓpJ

k(Xjp ,R)(W
(βjp )) .

Now, by the proof of Mather’s Theorem 4.5, for a generic configuration and a
multigerm Aη which is an m–tuple,

(14.14) codim
mJk(X,R)(W

η) = R+
e -codim (Aη) + nm.

Now substituting (14.14) into (14.13) for each η = α or βjp and then substituting

(14.13) into (14.12) and simplifying, we obtain

codimΣ
(α:β)
Mi

= (n+ 1) − dim Σ
(α:β)
Mi

= R+
e -codim (Aα) +

m
∑

p=1

R+
e -codim (Aβjp

) −m.(14.15)

�

15. Concluding Generic Properties of Blum Linking Structures

In this section we complete the proofs of Theorems 4.5, 4.17 and 4.18. We first es-
tablish Theorem 4.5 which for a model configuration provides a normal edge-corner
form for the closure of the Blum medial structure in the neighborhood of a singular
point of a boundary. Second, we deduce for a residual set of embeddings of a model
configuration that the generic linking properties, structures of the stratifications,
and generic properties of B∞ and M∞ hold for general multi-region configurations.
Then, we establish the openness of the genericity properties. We do this in two
steps. First, we prove it for the easier case of configurations of disjoint regions with
smooth boundaries. Then, we explain how to modify the proof for general multi-
region configurations. This then completes the proofs of these theorems. In proving
openness, we establish an equivalence between the R+-versality of multigerms for
the distance or height function and the infinitesimal stability of associated map-
pings, and then adapt Mather’s theorem “infinitesimal stability implies stability”to
obtain the openness (and note that it implies the structural stability of the medial
axis and linking structures in the generic case).

Blum Medial Structure Near Corner Points. In place of the entire configu-
ration, we consider a single region Ω whose boundary B has corners. We recall from
§2 that for a k-edge-corner point x ∈ B, a local model consists of a diffeomorphism
ϕ : U → R

n+1 from a neighborhood U of 0, with ϕ(0) = x, such that the restriction
maps an open subset U ′ of Ck = R

k
+×R

n+1−k diffeomorphically to a neighborhood
of x in Ω. Given such a local model, we have the subspaces Hj defined where the
coordinate xj = 0 for j ≤ k. We then obtain hypersurfaces Sj = ϕ(Hj ∩U). For Sj
we let nj be the unit normal vector field on Sj pointing into the region, and then
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we define the corresponding eikonal flow on Sj by ψj(x
′, t) = x′ + tnj . Then there

is an εj > 0 such that ψj |(Sj × [−εj , εj]) is a diffeomorphism onto a neighborhood
of x. We let Sj t = ψj |(Sj ×{t}) denote the level hypersurface of the flow at time t.

We begin with the following lemma.

Lemma 15.1. Let x ∈ B be a k-edge-corner point for a region Ω ⊂ R
n+1 with

boundary B. Then, there is a local model ϕ : U → R
n+1 for Ω in a neighborhood

of x and an ε > 0 such that each eikonal flow is a diffeomorphism containing a
common neighborhood W of x. Moreover, the level hypersurfaces {Sj tj} with j ≤ k
and all 0 ≤ tj ≤ ε are in general position on W .

Proof. We illustrate the situation in Figure 35.

ϕ

S j Ω i iM S j'
t (j)

(j')t

Figure 35. The eikonal flows from the hypersurfaces meeting at
a corner and the resulting mapping ϕ giving an edge-corner normal
form.

By the above remarks, we can find for each 0 < j ≤ k, an εj > 0 so the eikonal
flow ψj |(Sj × [−εj , εj]) is a diffeomorphism onto a neighborhood of x. We let
ε = min{εj}. We also let W = ∩ψj(Sj × (−ε, ε)), which is an open neighborhood
of x. Then, for each j = 1, . . . , k we can define on W a smooth vector field ζj by
extending nj along the lines of the eikonal flow in W .

By possibly shrinking W the vector fields {ζj} are linearly independent on W .

We know that since ζj(x) = nj , {ζ1(x(1)), . . . , ζk(x
(k))} are linearly independent

when x(1) = · · · = x(k) = x, hence by continuity of the k-tuple (ζ1, . . . , ζk) on
the k-fold product W k = W × · · · ×W , there is a neighborhood of (x, x, . . . , x)
in W k on which they are linearly independent. This neighborhood contains W ′ k

for a neighborhood W ′ of x. Then, the {ζj} are the normal vectors to the level
hypersurfaces Sj t in W and hence on W ′. Thus, for any x′ ∈ W ′ with x′ ∈ Sj t(j) ,
for each j, we conclude they are in general position at x′. We let W ′ be our desired
neighborhood W . �

Proof of Theorem 4.5. We first apply Lemma 15.1, where we may furthermore
choose compact neighborhoods x ∈ W ′′ ⊂ W ′ ⊂ W such that W ′′ has diame-
ter < a = 1

2dist(W
′, Ω\W ), which is positive as W ′ is compact.

Then, we consider x′ ∈ W ′′. Then, dist(x′, Sj) ≤ ε ≤ a, while dist(x′,B\W ) ≥
2a. Thus, a point x′ ∈ W ′′ of the Blum medial axis of type Aℓ1 must have radial
distance ≤ ε and has the A1 points in B ∩W ′′ which are points in Sj which map
to x′ under the eikonal flows ψj .

Thus, the Blum medial axis in W ′′ is formed from the transverse intersections
of the eikonal flows. The inverse of the j-th eikonal flow on W ′′ is smooth and
given by the mapping x′(= ψj(x

(j), t(j))) 7→ (x(j), t(j)). Thus, t(j), j = 1, . . . , k
are smooth functions on W ′′. These define a smooth mapping µ : W ′′ → R

k by
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µ(x′) = (t(1), . . . , t(k)). Then, for each subset J = {j1 < j2 · · · < jℓ} with jℓ ≤ k,
we let

RℓJ = {(t1, . . . , tk) ∈ R
k : tjr = min

j
{tj}, r = 1, . . . , ℓ}.

By the general position of the Sj t and (1) of Lemma 14.1, µ is transverse to all of
the RℓJ . Then, the Blum medial axis in W ′′ consisting of points of type Aℓ1 is the
disjoint union of the µ−1(RℓJ) for subsets with card(J) = ℓ.

Furthermore, Z0 = ∩kj=1Sj is a submanifold of dimension n+ 1− k, and TxZ0 =

∩kj=1TxSj . This is the subspace orthogonal to the nj . We let π : R
n+1 → TxZ0

denote orthogonal projection. Then, π projects Z0 submersively onto TxZ0 in a
neighborhood of x, which by shrinking we may assume is W ′′. Thus, as TxZ0 =
ker(dµ(x)), we conclude that the smooth map µ̃ = (µ, π) : W ′′ → TxZ0×R

k ≃ R
n+1

is a local diffeomorphism in a neighborhood of x. It sendsW ′′∩Ω to a neighborhood
of 0 in TxZ0 × R

k
+ ≃ R

n+1−k × R
k
+, which is the model for a corner Ck. Hence,

µ̃−1 provides the local k–corner model as in Definition 4.4 with Ek mapping to the
Blum medial axis in a neighborhood of x. �

Proof of Theorem 4.18 for a Residual Set of Embeddings.
We can now complete the proof of Theorem 4.18 for a residual set of embeddings.

In the previous section, we have already established the properties i), ii) ,iv) and
vi) for a residual set of embeddings Φ ∈ P . We have just completed the proof of
Theorem 4.5, which establishes the edge-corner normal form for the Blum medial
axis at corner points, yielding property iii). Moreover, Theorem 4.5 also shows that
there is no linking occurring at corner points, yielding the remainder of condition
v). Thus, Theorem 4.18 follows for a residual set of embeddings.

It remains to establish for both Theorem 4.17 and Theorem 4.18 the openness
of genericity.

Openness of the Genericity Conditions. We first prove the openness of the
genericity conditions for the case of a multi-region configuration Ω consisting of
disjoint compact regions Ωi with smooth boundaries and without Ẽ7 points on the
medial axes (e.g. there will generically be no Ẽ7 points for n + 1 ≤ 6). This

configuration is modeled by Φ : ∆ → R
n+1 and contained in int (Ω̃) for a compact

region Ω̃. As earlier Ωi = Φ(∆i), Bi = Φ(Xi). We let Ω =
∐

i Ωi, X =
∐

iXi,
and B =

∐

i Bi. We suppose it satisfies the genericity conditions with Blum medial

axes Mi for Ωi and M0 for Ω0 ∩ Ω̃. As B is a compact (but not connected) smooth
hypersurface, we let n denote the inward pointing unit normal vector field on B.
Then, there is an ε > 0 such that the eikonal flow x 7→ Φ(x) + tn(x) defines a
diffeomorphism Ψ : X × [−ε, ε] → R

n+1 onto a tubular neighborhood Tε of B. For
0 < s < ε we denote the image Ts = Ψ(X × [−s, s]). We may choose ε sufficiently

small so that Tε ⊂ V ⊂ int (Ω̃), for an open subset V containing Ω.
We will use the following Lemma.

Lemma 15.2. In the above situation, there is an ε′ with 0 < 2ε′ < ε and an open
neighborhood U of Φ in Emb(∆,Rn+1) such that if Φ′ ∈ U , then:

(1) B′ = Φ′(X) ⊂ int (Tε′);
(2) the eikonal flow for B′, Ψ′ : X × [−ε, ε] → R

n+1 is a diffeomorphism onto

its image, which is contained in V ⊂ int (Ω̃); and
(3) T2ε′ ⊂ Ψ′(X × [−ε, ε]).
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We illustrate the Lemma in Figure 36.

Tε'

Tε

T2ε'

Bi

a) b) Ψ'(X × [−ε,ε])

{

Figure 36. The relation between the tubular neighborhoods of
Bi in a) and their images under the perturbation Ψ in b).

After proving Lemma 15.2, we will deduce the consequences for the openness of
the genericity conditions for the case of a multi-region configuration consisting of
disjoint regions with smooth boundaries.

Proof of Lemma 15.2. There is a continuous map Emb (X,Rn+1) → C∞(X,Sn)
sending Φ to its Gauss map nΦ, which is given by the inward pointing unit normal
vector field. We may combine the two mappings to define a mapping Ψ′(x) =
Φ′(x) + tnΦ′ on X × [−ε, ε] → R

n+1. This defines a continuous mapping in the
Whitney topology

G̃ : Emb (∆,Rn+1) → C∞(X × [−ε, ε],Rn+1)

Φ′ 7→ Ψ′.

First, as int (Tε′) is an open subset of R
n+1, the set of smooth mappings with

images in int (Tε′) form an open subset U1 of C∞(X,Rn+1). Since the restriction
map Emb (∆,Rn+1) → C∞(X,Rn+1) is continuous, U1 is pulled back to an open
subset U ′

1 ⊂ Emb (∆,Rn+1). The configuration embeddings in U ′
1 then satisfy

condition (1).
Next, for smooth manifolds N and P with N compact, the set of C∞ 1 − 1

immersions forms an open subset of C∞(N,P ), see e.g. [GG, Prop. 5.8]. Thus,
there is an open subset U of C∞ 1 − 1 immersions in C∞(X × [−ε, ε],Rn+1). As
X × [−ε, ε] is compact, such an immersion is a diffeomorphism onto its image.

Hence, property (2) holds for Φ in the inverse image of this open set under G̃.
Third, there is an open subset of C∞(X× [−ε, ε],Rn+1) containing Ψ which will

map X × [−ε, ε] into V and each component of X × {−ε, ε} into (Ω\int (T2ε′)) ∩
int (Ω̃). For a diffeomorphism Ψ′ contained in a sufficiently small open set U ′′

containing Ψ, it maps each Xi × {±ε} to the same complementary components as
does Ψ. Thus, by a degree argument the image of Ψ′ must contain T2ε′ giving
(3). �

We now apply Lemma 15.2 to prove openness. We note that openness cannot
be deduced from multi-transversality conditions on all of B(ℓ) (by Theorem 13.2 we
only obtain openness on a compact subset of B(ℓ)). Instead we show that we can
pass to the infinitesimal stability of smooth maps associated to the multi-distance
and height-distance functions, and apply Mather’s Theorem “Infinitesimal Stability
Implies Stability”.
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Relation with Infinitesimally Stable Mappings. We first choose the ε′ satis-
fying the Lemma and yielding an open subset U ⊂ Emb (∆,Rn+1). Then, for i > 0

we let C′
i = Ωi\int (T2ε′) and Ci = Ωi\int (T 3

2 ε
′). Next, given Ω̃ we choose compact

submanifolds Ω̃1 and Ω̃′ satisfying

Ω̃ ⊂ int (Ω̃1) ⊂ Ω̃1 ⊂ ˜int (Ω̃′) ⊂ Ω̃′ .

Then, we replace Ω0 by int (Ω̃′) ∩ Ω0 and still denote it by Ω0. Next, we let

C′
0 = Ω̃\int (T2ε′)) and C0 = Ω̃1\int (T 3

2 ε
′)). Third, for i > 0 we let Ui = Ωi\(Tε′)

and U0 = int (Ω̃′). By Lemma 15.2, for Φ′ ∈ U , the corresponding Blum medial

axes satisfy M ′
i ⊂ Ci for i > 0 and M ′

0 ∩ Ω̃ ⊂ C0.
We then have for all i ≥ 0,

C′
i ⊂ int (Ci) ⊂ Ci ⊂ Ui ⊂ int (Ωi)

with Ci and C′
i compact and Ui open.

We will consider various functions related to the distance and height functions
associated with the embedding Φ. For i ≥ 0 we begin with

σ̄i : Xi × int (Ωi) → R × int (Ωi)(15.1)

(x, u(i)) 7→ (σ(x, u(i)), u(i)) ,

and

ν̄i : Xi × Sn → R × Sn(15.2)

(x, v) 7→ (ν(x, v), v) .

Then, via the following general lemma, we relate the local R+-versality of σi and
the local A-stability of σ̄i, i = 0, . . .m; and similarly for νi and ν̄i.

Lemma 15.3. Suppose F̄ (x, u) : R
n+1 × U, S × {u(0)} → R, 0 is an unfolding

of f(x) : R
n+1, S → R, 0, where each germ of f at each x(i) ∈ S is weighted

homogeneous. Then, F̄ is the R+-versal unfolding of f if and only if

F (x, u) = (F̄ (x;u), u) : R
n+1 × U, S × {u(0)} → R × U, (0, u(0))

is infinitesimally A-stable.

Proof of Lemma 15.3. In either direction it is sufficient to consider a finite set S ⊂

R
n+1 with u(0) ∈ U . We let S = {x(1), . . . , x(r)}, and choose local coordinates x

(j)
i

about each x(j). We note that points x(j) at which the multigerm is nonsingular can
be ignored without affecting the conclusion. We also let u = (u1, . . . uq) denote the

local coordinates for U about u(0), and y a coordinate for R. For these coordinates,
we let F̄j denote the germ of F̄ at x(j). Next, we let Cx(j) denote the ring of

germs of functions at x(j) with maximal ideal mx(j) , and Cx(j),u the ring of germs

at (x(j), u(0)), with maximal ideal mx(j),u, etc. With {ϕ1, . . . , ϕk} understood, we
abbreviate a module R{ϕ1, . . . , ϕk} by R{ϕi}.

Then the infinitesimal stability of F (x, u) : R
n+1×U, S×{u(0)} → R×U, (0, u(0))

is equivalent to

(15.3)

r
∑

j=1

Cx(j),u{
∂F̄j

∂x
(j)
i

,
∂

∂ui
+
∂F̄j
∂ui

} + Cy,u{
∂

∂y
,
∂

∂ui
} = ⊕rj=1Cx(j),u{

∂

∂y
,
∂

∂ui
}
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where Cy,u{
∂

∂y
,
∂

∂ui
} ⊂ ⊕rj=1Cx(j),u{

∂

∂y
,
∂

∂ui
} is included by the diagonal map

F ∗ in each summand. Since {
∂

∂y
,
∂

∂ui
+
∂F̄j
∂ui

, i = 1, . . . , q} is also a set of free

generators for Cx(j),u{
∂

∂y
,
∂

∂ui
}, we may project along each Cx(j),u{

∂

∂ui
+
∂F̄j
∂ui

}

onto Cx(j),u{
∂

∂y
} and obtain that (15.3) is equivalent to

(15.4)
r
∑

j=1

Cx(j),u{
∂F̄j

∂x
(j)
i

} + Cy,u{
∂

∂y
,
∂F̄

∂u1
, . . . ,

∂F̄

∂uq
} = ⊕rj=1Cx(j),u{

∂

∂y
} .

Then, the system of rings and ideals (Cy,u,muCy,u)
F∗

j

→ (Cx(j),u,muCx(j),u) is an
adequate system of differentiable algebras in the sense of [D6, §6], so by an extension
of Mather’s algebraic Lemma to the case of modules over adequate systems of
algebras [D6, Lemma 7.3], (15.4) is equivalent to

(15.5)

r
∑

j=1

Cx(j){
∂fj

∂x
(j)
i

} + Cy{
∂

∂y
,
∂F̄

∂u1 |u=u(0)

, . . . ,
∂F̄

∂uq |u=u(0)

} = ⊕rj=1Cx(j){
∂

∂y
} .

As each fj is weighted homogeneous, each fj ∈ Cx(j){
∂fj

∂x
(j)
i

}. Hence

my{
∂

∂y
,
∂F̄

∂u1 |u=u(0)

, . . . ,
∂F̄

∂uq |u=u(0)

} ⊂
r
∑

j=1

Cx(j){
∂fj

∂x
(j)
i

} .

Thus, (15.5) is equivalent to

(15.6)

r
∑

j=1

Cx(j){
∂fj

∂x
(j)
i

} + 〈
∂

∂y
,
∂F̄

∂u1 |u=u(0)

, . . . ,
∂F̄

∂uq |u=u(0)

〉 = ⊕rj=1Cx(j){
∂

∂y
} .

This is exactly the equation for the R+-infinitesimal versality of the multigerm
F̄ (x, u) : R

n+1 × U, S × {u(0)} → R, 0, which by the versal unfolding theorem [D6,
Thm 9.3] is equivalent to its R+-versality.

As each step is an equivalence, we have established the result. �

We apply Lemma 15.3 as follows. Let Φ ∈ P = (Pσ ρ ∩ Pτ ), the residual set of

mappings of the configuration with the generic properties on Ω̃′ from § 14. Then,
the associated distance and height functions are R+-versal unfoldings for any finite
set S ⊂ Xi. By the Lemma and the results of Mather, this implies that the
associated mappings σ̄i and ν̄i, which are proper, are infinitesimally stable, as
global mappings. This is proven, following Mather, by using a partition of unity
argument for the local infinitesimal stability. Then, we want to apply Mather’s
theorem “infinitesimal stability implies stability” [M5, Thm 3].

Theorem 15.4 (Mather). Let f : N → P be a smooth mapping between manifolds
without boundaries and let M ⊂ N be a closed 0-codimension submanifold which
may have boundaries and corners. Then, if f |M : M → P is proper and infinitesi-
mally stable, then there is a neighborhood W of f |M ∈ C∞(M,P ) and continuous



100 JAMES DAMON AND ELLEN GASPAROVIC

mappings H1 : W → Diff (N) and H2 : W → Diff (P ), with both H1(f |M) = IdN
and H2(f |M) = IdP , such that

g = H2(g) ◦ f ◦H1(g) for all g ∈ W .

For our situation, we suppose that M is compact with a given compact M ′ with
M ′ ⊂ int (M). Then, we may shrink W to a smaller neighhborhood W ′ in the
C∞-topology so that in addition M ′ ⊂ H1(g)(M).

We apply this version of Mather’s Theorem for each of the mappings σ̄i and ν̄i
associated to the given Φ. Each of these mappings is a proper infinitesimally stable
mapping. Thus, for each mapping there are open neighborhoods: V1,i of σ̄i|Xi×Ci
in C∞(Xi × Ci,R × Ci), and V2,i of ν̄i in C∞(Xi × Sn,R × Sn) satisfying the
conclusions of Mather’s Theorem and the additional condition thatM ′ ⊂ H1(g)(M)
for each case. However by Lemma 15.3, off of the appropriate compact submanifolds
M ′ which denote either Xi×C′

i or resp. Xi×Sn, the corresponding mappings have
at most stable A1 singularities. Also, by Mather’s classification theorem for stable
multigerms, the A-equivalence type of the stable multigerms, which are formed
from the simple Ak-germs, are determined by the R+-equivalence class Σ(α). For
any of the mappings σ̄i or ν̄i, we denote the set of points of singularity type Aα by
Σ(α)(σ̄i), or Σ(α)(ν̄i).

The restriction of the distance mapping to Xi×Ci defines a continuous mapping
in the Whitney topology σ 7→ σ̄i,

C∞(Xi × R
n+1,R) −→ C∞(Xi × Ci,R × Ci) .

Hence, there is an open set U ′ ⊂ Emb(∆,Rn+1) containing Φ which maps into each
Vi,1 and Vi,2. Thus, by Lemma 15.3, the associated families of distance and height
maps σ′

i or ν′i corresponding to Φ′ ∈ U ′ are R+-versal unfoldings for any finite
set S ⊂ Xi. Thus, we obtain openness of the genericity properties of individual

stratifications Σ(βi), Σ
(α)
∞ , and Σ(α) in Xi.

We next consider the transverse intersection of the strata Σ(α) for Ω0 and the
Σ(βi) for the Ωi. We form the associated mappings

σ̂i,0 : Xi × Ci × C0 → R × Ci × C0(15.7)

(x, u(i), u(0))) 7→ (σi(x, u
(i)), u(i), u(0)) ,

σ̂0,0 : Xi × Ci × C0 → R × Ci × C0(15.8)

(x, u(i), u(0)) 7→ (σ0(x, u
(0)), u(i), u(0)) .

These are products of σ̄i with identity mappings, so Σ(βjp
)(σ̂i,0) = Σ(βjp

)(σ̄i)×C0

for i > 0 or Σ(α)(σ̂0,0) = Σ(α)(σ̄0)×Ci. These stratifications are the images under

projection of the stratifications Z(βjp
), resp. Z(α) in Proposition 14.6. As they

are transverse and project diffeomorphically to the strata in the compact manifold

(with boundaries and corners) Xi×Ci ×C0, the strata Σ(βjp
)(σ̂i,0) and Σ(α)(σ̂0,0)

intersect transversely. They form a closed Whitney stratification of Xi × Ci × C0.
Thus, for Φ′ ∈ U ′ with corresponding σ̄′

i and ν̄′i, we may apply Mather’s Theorem

and obtain for each i the continuous families of diffeomorphisms H
(i)
j (σ̄′

i), j = 1, 2.

By the properties of the M ′ for i > 0,

H
(i)
1 (σ̄′

i)(Σ
(βjp

)(σ̄i)) ∩ (Xi × C′
i) = Σ(βjp

)(σ̄′
i) ∩ (Xi × C′

i) = Σ(βjp
)(σ̄′

i) ,
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and similarly

H
(0)
1 (σ̄′

0)(Σ
(α)(σ̄0)) ∩ (Xi × C′

0) = Σ(α)(σ̄′
0) ∩ (Xi × C′

0) = Σ(α)(σ̄′
i) .

Thus, from the above, Σ(βjp
)(σ̂′

i,0) ∩ Σ(α)(σ̂′
0,0) is the intersection in Xi × Ci × C0

of the pull-back of the closed Whitney stratification with strata (Σ(α)(σ̄i) × C0) ×
(Σ(α)(σ̄0) × Ci),by the map

(15.9) ((H
(i)
1 × IdC0)

−1, (H
(0)
1 × IdCi

)−1) : Xi × Ci × C0 −→ (Xi × Ci × C0)
2 .

By the openness of transversality to closed Whitney stratified sets on compact
sets, and the continuous dependence of the mapping (15.9) on (σ̄′

i, σ̄
′
0), and hence

on Φ′, there is a smaller open neighborhood U ′′ of Φ, such that for Φ′ ∈ U ′′,

(15.9) is transverse to the product stratification. Hence, Σ(βjp
)(σ̄i,0)) and Σ(α)(σ̄′

0,0)
intersect transversely, and so do their projections in Xi by Lemma 14.3. This

establishes the openness of the condition that the strata Σ(α) and Σ(βjp
) intersect

transversely in each Xi.
Next, we apply an analogous argument, using

σ̌i : Xi × Ci × Sn → R × Ci × Sn(15.10)

(x, u(i), v)) 7→ (σi(x, u
(i)), u(i), v)

and

ν̌i : Xi × Ci × Sn → R × Ci × Sn(15.11)

(x, u(i), v) 7→ (ν(x, v), u(i), v) .

We then obtain the openness of the genericity condition of transversality of the

strata Σ(βjp
) and Σ

(α)
∞ .

Lastly, we apply the argument a third time to the maps

ˆ̂σi,0 : Xi ×
m
∏

i=0

Ci → R ×
m
∏

i=0

Ci(15.12)

(x, (u(0), . . . , u(m))) 7→ (σi(x, u
(i)), (u(0), . . . , u(m)))

to obtain the openness of the genericity condition that the images of the interseec-

tions of the strata Σ(α) and Σ(βjp
) intersect in general position in Σ

(α)
M0

.
This completes the proof of openness of the genericity conditions.

Openness of Generic Properties for General Configurations. For the gen-
eral case, the argument is slightly complicated by the edge-corner points on the
common boundaries of regions and the presense of Ẽ7 points when n+ 1 = 7. We
first allow common boundaries but still exclude Ẽ7 points. The total space of ∆ is
a manifold with boundaries and corners, although the corners are concave rather
than convex. We begin with an extension lemma based on an extension result of
Bierstone [Bi] .

Lemma 15.5. If ∆̃ is an open neighborhood of ∆ in R
n+1, then there is a contin-

uous extension in the Whitney topology

(15.13) η : Emb (∆,Rn+1) −→ C∞(∆̃,Rn+1) .
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Proof. In the case of convex corners, Mather proved an extension result giving a con-
tinuous extension of smooth functions on an n-manifold M ⊂ R

n with boundaries
and corners to an open neighborhood U of M in R

n (see [M4] and the proposition
in [M5, §5]). This method uses continuous local extensions for all C∞ functions in
neighborhoods of the corner points, based on the extension method of Seeley [Se],
together with a partition of unity. This method also works in our case provided
we have a continuous local extension on a neighborhood for the concave corner
points. In this case, whether of type Pk or Qk the complement in the edge-corner
model is the interior of an edge-corner point. The region itself is locally a closed
semi-analytic set which is the closure of its interior. This is exactly the situation
where the extension result of Bierstone [Bi] applies to give a continuous extension
from C∞ functions on the region in a neighborhood of the edge-corner point to an
open neighborhood of the point in R

n+1. With this local extension, we can apply
the same argument used by Mather to give the continuous extension (15.13), where

∆̃ denotes an open neighborhood of ∆. �

Then, in ∆̃ we can extend each nonempty Cl(Xi j) to an open hypersurface X̃i j

and then construct a compact submanifold with boundaries and corners Si j so that

Cl(Xi j) ⊂ int (Si j) ⊂ X̃i j , where int (·) is taken in the manifold X̃i j .

We generally denote η(Φ) by Φ̃. We choose ∆̃ small enough so that Φ̃ is still
an embedding. Then, we first restrict to the open subset U ′ which is the pull-back
of the open subset of C∞(∆̃,Rn+1) consisting of those Φ̃′ which restricted to each
Si j are embeddings.

We furthermore let Si =
∐

j Si j and S =
∐

i Si, which is a disjoint union of

manifolds with boundaries and corners. Then, Φ̃ still defines a smooth map denoted
Φ̃ : S → R

n+1, which is an embedding. Then, we can proceed as earlier to define
the eikonal flow using the inward pointing unit normal vector fields ni for each Ωi.
Again by compactness of each Si j , there is an ε > 0 so that each ψi j : Si j×[−ε, ε] →
R
n+1 is a diffeomorphism onto its image Ti j,ε for all i, j. Because the singular strata

of the boundaries Xi form compact sets, we can use the argument in the proof of
Theorem 4.5 to find a smaller ε > 0 so that in the union ∪i,jTi j,ε, the Blum medial
axis consists of the edge-corner normal forms for the singular points of X .

Then, we replace the tubular neighborhoods Ts by the unions T̃i,s = ∪jTi j,s and
obtain the analogue of Lemma 15.2.

Lemma 15.6. In the above situation, there is an ε′ with 0 < 2ε′ < ε and an open
neighborhood U of Φ in Emb(∆,Rn+1) such that if Φ′ ∈ U , then:

(1) B′
i = Φ′(X) ⊂ int (T̃i,ε′);

(2) each eikonal flow for B′
i, Ψ′

i j : Si j × [−ε, ε] → R
n+1 is a diffeomorphism

onto its image; and
(3) T̃i,2ε′ ∩ Ωi ⊂ Ψ′

i(Si × [−ε, ε]).

We again enlarge Ω̃ via Ω̃1 to Ω̃′ as earlier and replace Ω0 by Ω̃′∩Ω0. With the ε′

from Lemma 15.6, we now let C′
i = Ωi\int (Ti,2ε′) and C′

0 = Ω̃1 ∩ (Ω0\int (T0,2ε′)).

Analogously, we let Ci = Ωi\int (Ti, 32 ε′) and C0 = Ω̃′ ∩ (Ω0\int (T0, 32 ε
′)). Third, we

let Ui denote int (Ωi)\Ti,ε.
Then, we proceed as earlier. We have the analogous collection of mappings

(15.1) - (15.2), (15.7) - (15.8), (15.10) - (15.11), and (15.12), for the corresponding
families of distance and height based mappings, where we replace each Xi by XJi

.
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First, using Lemma 15.6, we deduce that the stratifications are contained in the
model M ′ for each case. Then, we apply Lemma 15.3 to conclude that these
mappings are infinitesimally stable. We then apply the same adapted version of
Mather’s Theorem for the corresponding mappings to obtain an open neighborhood
of Φ′ ∈ U ′, to which we can repeat the arguments to conclude that the stratifications
are closed Whitney stratifications which intersect transversely where appropriate.
As earlier, we may conclude that they map diffeomorphically onto the boundary
and intersect transversely. This completes the proof of openness of the genericity
conditions for the general multi-configuration in the absence of Ẽ7 points.

Openness of Generic Properties Allowing Ẽ7 Points. Lastly, we include the pos-
sibility of Ẽ7 points when n + 1 = 7. By transversality to the Ẽ7-stratum, these
points will occur at isolated points. Consider points x0 ∈ Xi and u0 ∈ Mi, such
that σ(·, u0) has a minimum y0 at x0 of type Ẽ7. By transversality, we may sup-
pose j41σ(x, u) is transverse at (x0, u0) to the Whitney stratified set defined by the

closure of the Ẽ7-stratum. Then, there is an open neighborhood U ′′ of embeddings
and open neighborhoods u0 ∈ U and x0 ∈ V so that for Φ′ ∈ U ′′, the associated
distance function σ′ saisfies: j41σ

′(x, u) transversely meets Ẽ7-stratum at a unique
point (x′, u′) ∈ V × U and the associated σ′(x, u′) has a minimum at x′. Further-

more, by a result of Looijenga [L2], the transversality to the Ẽ7 stratum implies
that the resulting unfolding at such a point as in (15.1) given by

σ̄i : Xi × int (Ωi) → R × int (Ωi)

will define a topologically stable mapping near (x0, u0). Looijenga [L2] shows that
the germ is topologically equivalent to the unfolding which is infinitesimally versal
except for the modulus term; and the proof of topological stability is given in
[D8, Thm 4]. By this we mean: that there is a neighborhood of embeddings,
still denoted by U ′′, compact neighborhoods u0 ∈ D1 ⊂ int (D2) ⊂ D2 ⊂ U ,
x0 ∈ V1 ⊂ int (V2) ⊂ V2 ⊂ V and y0 ∈ W1 ⊂ int (W2) ⊂ W2 ⊂ R such that if
Φ′ ∈ U ′′, with associated mapping σ̄′

i then:

i) there are homeomorphisms onto their images ϕ = (ϕ1, ϕ2) : V2 ×D2 →
◦
X i

×U , and ψ : W2 ×D2 → R × U ;
ii) such that σ̄′

i = ψ ◦ σ̄i ◦ ϕ−1 on ϕ(V2 ×D2);
iii) ϕ(D2 × V2) ⊃ D1 × V1, ψ(W2 × V2) ⊃W1 × V1; and
iv) ϕ is a smooth diffeomorphism on the complement of (x0, u0) and ψ is a

smooth diffeomorphism on the complement of (y0, u0).

We can repeat this for each Ẽ7 point for σi, and ensure that the above neighbor-
hoods are distinct. If they are labeled by an index j, then we can apply the earlier

argument after we remove the int (D
(j)
1 ) for all j. Then, off the union of the D

(j)
1

the generic properites persist in an open neighborhood of Φ. Also, on each D
(j)
1 , the

medial axis for Φ′ will be the image of that of Φ via the homeomorphism ϕ and will
have generic properties off ϕ2(x0, u0), which must also be an Ẽ7 point, and hence
equals the unique point (x′, u′). Thus, the medial axis has generic properties off

the Ẽ7 points; and at these points its structure is topologically constant. Because
the Ẽ7 points are isolated, the codimension conditions and transversality only allow
the linking as earlier described, so in this sense the generic properties for Ẽ7 points
hold for an open set of embeddings.
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16. Reductions of the Proofs of the Transversality Theorems

We begin the proofs of Theorems 13.1 and 13.2 by first outlining the three main
steps of the proofs:

(1) reduce Theorem 13.1 to a relative transversality theorem and Theorem
13.2 to a “hybrid transversality theorem”which combines the relative and
absolute transversality theorems in [D5];

(2) introduce the families of perturbations needed to prove the transversality
for the space of mappings and compute the necessary infinitesimal defor-
mations; and

(3) verify the transversality conditions for the families of perturbations.

We explain each of these steps in more detail.

The “hybrid transversality theorem”is an extension of Thom’s transversality
theorem which applies to a continuous mapping Ψ : H → C∞(M,N), where H
is a Baire space, and M and N are smooth manifolds (where we allow M to have
boundaries and corners). We assume there is given a subbundle Hk(M,N) of the jet
space Jk(M,N) which consists of k-jets jk(Ψ(h))(x) for all h ∈ H and all x ∈ M .
Then, for any h ∈ H the associated jet mapping jk(Ψ(h))(M) ⊂ Hk(M,N). We
consider either closed Whitney stratified sets W ⊂ Hk(M,N) or submanifolds W
whose closures form Whitney stratified sets with W a stratum. We refer to the
latter W as being “relatively Whitney stratifiable”. Then, by [D5, Thm 1.3] and
[D5, Thm 1.5], provided (in an appropriate sense) Ψ is “transverse to W” relative
to Hk(M,N), then on any compact subset C ⊂ M there is an open dense subset
of h ∈ H for which jk(Ψ(h)) is transverse on C to the closed Whitney stratified set
determined by W . We may alternatively consider the situation where for a closed
Whitney stratified set Y ⊂ M\E, with E ⊂ M a closed subset, Hk(M\E,N) is
the restriction of the bundle to M\E. If Ψ is “transverse on Y to W” relative
to Hk(M\E,N), then, there is a corresponding transversality result that on any
compact subset C ⊂ M\E, there is an open dense subset of h ∈ H for which
jk(Ψ(h)) is transverse on Y ∩ C to W .

We apply either of these results to the geometric mappings that associate to an
embedding Φ : ∆ → R

n+1 either the multi-distance functions ρi or the height-
distance function τ . In each case we must verify that “the mapping Ψ is transverse
to the appropriate closed Whitney stratified sets”(we recall the definition below).
The transversality conditions in Theorem 13.2 are shown to be equivalent to condi-
tions in the setting of the hybrid transversality theorem for the appropriate Whitney
stratified sets.

It then remains to show that the corresponding mappings Ψ satisfy the transver-
sality conditions. For this we consider specific families of perturbations of Φ within
Emb (∆,Rn+1) and verify the appropriate local transversality conditions for the
families.

Hybrid Transversality Theorem. We give a modified form of [D5, Thms 1.3
and 1.5] for a continuous mapping Ψ : H → C∞(M,N) which is transverse off a
closed subset E ⊂M to W ⊂ Hk(M,N), which is either a closed Whitney stratified
set or its closure Cl(W ) is a Whitney stratified set with W a stratum. While in
[D1] M was a smooth manifold, here we allow M ⊂ R

ℓ to be a closed stratified set
such that sing(M) ⊂ E, a closed subset of M . We also let Y ⊂ M\E be a closed
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Whitney stratified set. Then, the smoothness of a function f : M\E → N is still
defined.

Definition 16.1. The map Ψ is said to be transverse or completely transverse to
W ⊂ Hk(M,N) off E if, given an open subset U ⊂ H, x ∈M and y ∈ N , there are
open sets x ∈ U ⊂M , and y ∈ V ⊂ N such that for every map h ∈ U , there exists
a finite-dimensional smooth manifold T ⊂ U with h ∈ T such that for the family

Γ : M × T → N,

(x, f) 7→ Ψ(f)(x)

the k-jet extension

jkΓ : (U\E) × T → Hk(U\E,N),

(x, f) 7→ jk(Ψ(f))(x)

is transverse to W , respectively transverse to Cl(W ), at all points {(x, h)} with
x ∈ U ∩ Ψ(h)−1(V ).

If instead jkΓ|(Y ×T ) is transverse (on each stratum Yi×T ) to W , respectively
transverse to Cl(W ), at all points {(x, h)} with x ∈ Y ∩ U ∩ Ψ(h)−1(V ), then we
say Ψ restricted to Y is transverse or completely transverse to W .

Then, for a continuous Ψ : H → C∞(M,N) such that for each h ∈ H, jk(Ψ(h)|M\E)
maps into the subbundle Hk(M\E,N) = Hk(M,N) ∩ Jk(M\E,N), the hybrid
transversality theorem takes the following form.

Theorem 16.2 (Hybrid Transversality Theorem). Let E ⊂ M be closed with
Y ⊂ M\E a closed Whitney stratified set. Suppose W ⊂ Hk(M\E,N) is a closed
Whitney stratified subset. If both Ψ and Ψ restricted to Y are transverse to W ,
then for a subset X ⊂M\E:

i)

W = {h ∈ H : jkΨ(h) and jkΨ(h)|Y are transverse on X to W in Hk(M\E,N)}

is open and dense if X is compact and in general is a residual set in the
regular C∞–topology;

ii) in particular, if W is relatively Whitney stratifiable and X is compact then

W̃ = {h ∈ H : jkΨ(h) and jkΨ(h)|Y are completely transverse on X to

W in Hk(M\E,N)}

is open and dense in the regular C∞–topology.

Remark 16.3. The hybrid transversality theorem combines versions of a “relative
transversality theorem”, where jkΨ(H) = Hk(M,N) but for a Whitney stratified
set X ⊂ M\E, which requires transversality of sj

k
1 (Ψ(h))|X to W , and an “ab-

solute transversality theorem”, where Hk(M,N) = Jk(M,N), but only requires
transversality for sj

k
1 (Ψ(h)), possibly on a compact subset (see [D5]). These are

formulated so that Ψ can be an operation involving differential or integral operators
(as well as geometrically defined mappings) to obtain genericity results for solutions
to PDE’s.

The proof of this version of the transversality theorem follows the proof of the
relative transversality theorem [D5, Thm 1.3] modifying it to only require that Ψ
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be transverse to W off E in Hk(M\E,N) as in the absolute transversality theorem
[D5, Thm 1.5]. The failure of Y to be smooth on M does not affect the proof.

If we compose Ψ with the continuous mapping C∞(M,N) → C∞(M s, Ns) de-
fined by f 7→ f × · · · × f and let E = ∆(s)M we obtain a multi-transversality
version of the theorem (extending Corollaries 1.9 and 1.11 given in [D5]). Here
recall from §12 the standard notation that Xs = X ×X × · · · ×X with s factors
while ∆(s)X denotes the generalized diagonal of Xs. However, to deduce Theorem
13.2 we need a version valid for families of mappings. We apply Theorem 16.2 to
deduce a multijet version of the hybrid transversality theorem for families.

Given a smooth mapping f ∈ C∞(M × Z,N), we let sj
k
1 (f)(x1, . . . , xs, z) =

sj
k(f(·, z)(x1, . . . , xs), with f(·, z) denoting for the fixed value z ∈ Z the func-

tion on M . We consider a continuous mapping Ψ : H → C∞(M × Z,N), and
suppose jk1 (Ψ(h)) ∈ Hk(M,N). We may define sHk(M,N) as the restriction of
(Hk(M,N))s to M (s) × Ns, yielding sH

k(M,N) ⊂ sJ
k(M,N). This implies that

for h ∈ H the map sj
k
1 (Ψ(h)) : M (s) ×Z → sHk(M,N). We may extend Definition

16.1 to the case of Ψ : H → C∞(M × Z,N). We let E ⊂ M (s) be a closed subset
such that M (s)\E is smooth, and let Y ⊂ M (s)\E be a closed Whitney stratified
subset.

Definition 16.4. The map Ψ : H → C∞(M × Z,N) is said to be transverse or
completely transverse to W ⊂ sHk(M,N) off E if, given an open subset U ⊂ H,
x ∈M (s)\E, z ∈ Z, and y ∈ N , there are open sets x ∈ U ⊂M (s)\E, z ∈ U ′ ⊂ Z,
and y ∈ V ⊂ N such that for every map h ∈ U , there exists a finite-dimensional
smooth manifold T ⊂ U with h ∈ T such that for the family

Γ : M × Z × T → N,

(x, z, h) 7→ Ψ(h)(x, z)

the k-jet extension

sj
k
1 (Γ) : (U × U ′) × T → sH

k(M,N),

((x1, . . . , xs), z, h) 7→ sj
k
1 (Ψ(h))((x1, z) . . . , (xs, z))

is transverse to W , respectively transverse to Cl(W ), relative to sHk(M\E,N), at
all points {((x1, . . . , xs), z, h)} with ((x1, . . . , xs), z) ∈ (U × U ′) ∩ Ψ(h)−1(V ).

If instead sj
k
1 (Γ)|(Y × U ′) × T is transverse (on each stratum Yi × T ) to W ,

respectively transverse to Cl(W ), at all points {(x, h)} with x ∈ ((Y ∩ U) × U ′) ∩
Ψ(h)−1(V ), then we say Ψ restricted to Y is transverse or completely transverse to
W .

Then there is the following multijet version of the Hybrid Transversality Theo-
rem.

Theorem 16.5 (Hybrid Multi-Transversality Theorem). Let W ⊂ sH(k)(M,N)
and Y ⊂ M (s)\E be closed Whitney stratified sets and let X ⊂ M (s)\E. Suppose
that both Ψ and Ψ restricted to Y are transverse to W off E. Then, the set

W = {h ∈ H : sj
k
1 Ψ(h) and sj

k
1Ψ(h)|(Y × Z) are transverse on X to

W in sH
(k)(M,N)}

is a residual set, and if X is compact, W is open and dense in the regular C∞–
topology.
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If W is relatively Whitney stratifiable and X is compact, then

W̃ = {h ∈ H : sj
kΨ(h) and sj

k
1 Ψ(h)|(Y × Z) are completely transverse on X to

W in sH
k(M,N)}

is open and dense in the regular C∞–topology.

The proof follows from Theorem 16.2 by composing Ψ with the continuous map-
ping C∞(M×Z,N) → C∞(M s×Z,Ns) defined by f 7→ f̃ where f̃(x1, . . . , xs, z) =
(f(x1, z), f(x2, z), . . . , f(xs, z)) and letting Y ×Z be used for Y and E∪(∆(s)M×Z)
be used for E in Theorem 16.2. This yields Theorem 16.5.

Deducing the Transversality Theorems from the Hybrid Transversality Theorems.
We will deduce Theorems 13.1 and 13.2 from the preceding hybrid transversality
theorems. To do so we must show that Theorems 13.1 and 13.2 can be placed in
the frameworks of these transversality theorems.

We first consider Theorem 13.1 and apply Theorem 16.5. If we decompose X∗
i

into connected components X∗
i ℓ, where ℓ is just an index for the components. Then

the closure of each X∗
i ℓ is a compact manifold with boundaries and corners. We

form the disjoint union X̄∗
i =

∐

Cl(X∗
i j), over the connected components of X∗

i .

Then, we let M = (X̄∗
i )

(s) × R
n+1, N = (R)s, and Y = ΣQ × R

n+1, and E =

∂(X̄∗
i )

(s) × R
n+1. Also, we let Hk(M,N) = sJ

k(X̄∗
i ,R). We define

Ψσi
: Emb (∆,Rn+1) → C∞((X̄∗

i )
(s) × R

n+1, (R)s)

such that Ψσi
(Φ) is defined by ((x1, . . . , xs), u) 7→ (σi(x1, u), . . . σi(xs, u)) with

σi the distance function associated to Φ for Xi. Then, Theorem 16.5 implies the
conclusion of Theorem 13.1, once we have shown that Ψσi

is continuous (see Lemma
16.6) and satisfies the perturbation transversality condition in Definition 16.1. This
will be verifed in what follows.

Second, we shall also use Theorem 16.5 to prove Theorem 13.2. To do so we
must define the setting which applies to the multi-distance and height-distance
functions in each case. Given m > 0 with an assignment p 7→ jp and a partition

ℓ = (ℓ1, . . . , ℓm), we embed X
(ℓ)
Ji

in a closed compact manifold with boundaries

and corners. First, for any j we let X̄j =
∐

j′∈Jj
Cl(Xj j′ ), which is a manifold

with boundaries and corners such that
◦
Xj⊂ X̄j is the smooth interior submanifold.

Then, we let X̄Ji
=
∐

j∈Ji
X̄j . Then X̄Ji

is a manifold with boundary and corners
with interior XJi

.

We next extend X
(ℓ)
Ji

. For the assignment p 7→ jp, and partition ℓ, we define

(16.1) X̄
(ℓ)
Ji

= {(x(j1), . . . , x(jm)) ∈ X̄
(ℓ1)
j1

× · · · × X̄
(ℓm)
jm

: x
(jp)
1 ∈ Xi jp for all p}

Then, we let M = X̄
(ℓ)
Ji

, which is a manifold with boundaries and corners which

contains as a dense open smooth submanifold X
(ℓ)
Ji

. We may represent X
(ℓ)
Ji

=

X̄
(ℓ)
Ji

\E where E = ∂M ∪E(ℓ) with

E(ℓ) = {(x(j1), . . . , x(jm)) ∈ X̄
(ℓ)
Ji

: there are p 6= p′, q, q′ so that(16.2)

jp = jp′ , and x(jp)
q = x

(jp′ )

q′ }.

Here, E is a closed (stratified) set.
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First, for the i–th multi-distance function we let Z = (Rn+1)(m+1), N = R
2, and

define

Ψρi
: Emb (∆,Rn+1) → C∞(X̄Ji

× (Rn+1)(m+1),R2)

such that for j ∈ Ji Ψρi
(Φ)|X̄jp ×(Rn+1)(m+1) applied to (x, (u(j1), . . . , u(jm)), u(i))

equals (σ(x, u(i)), σ(x, u(jp))). This is the smooth extension of the multi-distance
function ρi associated to Φ.

Likewise for the height-distance function we let Z = (Rn+1)(m) × Sn, N = R
2,

and define

Ψτ : Emb (∆,Rn+1) → C∞(X̄J0 × (Rn+1)(m) × Sn,R2)

such that Ψτ (Φ)|XJ0 × (Rn+1)(m) ×Sn) = τ and Ψτ (Φ) smoothly extends τ to the
closure X̄J0 .

Lemma 16.6. All of the Ψσi
, Ψρi

, and Ψτ are continuous in the Whitney topology
(i.e. regular C∞–topology as source spaces are compact).

Proof of Lemma 16.6. We give the proof for Ψρi
and that for Ψσi

and Ψτ is similar.
As each restriction Φ 7→ Φ|X̄jpk defines a continuous map Emb (∆,Rn+1) →

C∞(X̄jpk,R
n+1), the disjoint union over k of the maps gives a continuous map

(16.3) Emb (∆,Rn+1) → C∞(X̄jp ,R
n+1) .

Second, we may form the product with the identity map on (Rn+1)(m+1) to yield a
continuous map in the Whitney topology

(16.4) C∞(X̄jp ,R
n+1) → C∞(X̄jp × (Rn+1)(m+1),Rn+1 × (Rn+1)(m+1)).

This follows by an argument similar to that in Proposition 3.10 [GG, Chap. 2].
Third, we may compose maps in C∞(X̄jp × (Rn+1)(m+1),Rn+1 × (Rn+1)(m+1))

with the smooth multi-distance map σj : R
n+1 × (Rn+1)(m+1) → R

2 given by σj =

(σ ◦πm+1, σ ◦πj). Here πk denotes projection onto the k–th factor of (Rn+1)(m+1).
As σj is smooth, the composition with σj defines for j = jp a continuous map
(16.5)

C∞(X̄jp × (Rn+1)(m+1),Rn+1 × (Rn+1)(m+1)) → C∞(X̄jp × (Rn+1)(m+1),R2)

(see e.g. Proposition 3.9 of [GG, Chap. 2]).
Then, the composition of (16.3), (16.4), and (16.5) yields a continuous map

(16.6) Emb (∆,Rn+1) → C∞(X̄jp × (Rn+1)(m+1),R2).

Taking the disjoint unions of these maps over the disjoint X̄jp × (Rn+1)(m+1)) for
p = 1, . . .m defines a continuous map

(16.7) Emb (∆,Rn+1) → C∞(X̄Ji
× (Rn+1)(m+1),R2).

This is Ψρi
.

�

Then, for Φ ∈ Emb(∆,Rn+1), Ψρi
(Φ) extends ρi associated to Φ and its multijet

restricted to X̄
(ℓ)
Ji

\E = X
(ℓ)
Ji

is contained in sH
k(M\E,N) = ℓE

(k)(XJi
,R2). Then,

to apply Theorem 16.5 it remains to verify the local transversality condition in
Definition 16.4.

For the height-distance function, the argument will be similar except we let

Z = (Rn+1)(m) × Sn, and sH
k(M\E,N) = ℓE

(k)(XJ0 ,R
2) over X

(ℓ)
J0

.
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Perturbation Transversality Conditions for the Multi-Distance and Height-Distance
Functions.

We will first consider the case of the multi-distance functions and indicate the
modifications that must be applied for the height-distance function. We con-
sider m > 0 with assignmment p 7→ jp and partition ℓ = (ℓ1, . . . , ℓm). Suppose

W ⊂ ℓE
(k)(XJi

,R2) is a distinguished submanifold (which is invariant under the
action of ℓR+). Let Φ ∈ Emb (∆,Rn+1), and let (x, u) ∈ XJi

× (Rn+1)(m+1))

with x = (x(j1), . . . , x(jm)), x(jp) = (x
(jp)
1 , . . . , x

(jp)
ℓjp

) and u = (u(j1), . . . , u(jm), u(i)).

Suppose that the associated multi-distance map ρi satisfies ℓj
k
1 (ρi)(x, u) ∈ W . In

the notation of Definition 16.4, we let N = R
2 and V = R

2. Then, we must give
a finite dimensional submanifold T ⊂ Emb(∆,Rn+1), with Φ ∈ T , yielding the
finite-dimensional family

Γ : XJi
× (Rn+1)(m+1) × T → R

2(16.8)

(x, u,Φ′) 7→ Ψρi
(Φ′)(x, u) = ρ′i(x, u)

where ρ′i is the multi-distance function associated to Φ′ ∈ T . It will have the
property that the corresponding partial multi k-jet extension

ℓj
k
1 Γ : X

(ℓ)
Ji

× (Rn+1)(m+1) × T → sJ
k(XJi

,R2),(16.9)

(x, u,Φ′) 7→ ℓj
k
1 ρ

′
i(x, u)

is transverse on U (ℓ) × (Rn+1)(m+1) × T to W relative to ℓE
(k)(XJi

,R2).
We proceed in an analogous fashion for the height function constructing the

submanifold T and corresponding family

Γ : XJ0 × (Rn+1)(m) × Sn × T → R
2(16.10)

(x, u,Φ′) 7→ Ψτ (Φ
′)(x, u) = τ ′(x, u)

where τ ′ is the multi-distance function associated to Φ′.
In the next section we will construct the submanifolds T of Emb (∆,Rn+1) using

families of perturbations, and verify the required conditions.

17. Families of Perturbations and their Infinitesimal Properties

We begin by giving a general scheme for constructing the submanifolds T for
families of perturbations, and then specialize to those perturbations arising from
polynomial mappings.

Construction of the Families of Perturbations. To find an appropriate finite-
dimensional manifold Φ ∈ T ⊂ Emb(∆,Rn+1) which will define a finite family of
perturbations, we modify the method used by Looijenga [L] and Wall [Wa] for con-
structing a family of perturbations in the case of a single distance function. Then,
extra care must now be taken in the multi-function case to verify the transversality
conditions which will not result from submersions. We shall carry out the local
derivative computations for specific families of perturbations using local Monge
patches and the algebraic representation of fibers in jet space.

As ∆ is compact, the composition with a smooth embedding Φ : ∆ → R
n+1

defines a continuous map in the Whitney topology (see e.g. [GG, Prop. 3.9, Chap.
2])

Φ∗ : C∞(Rn+1,Rn+1) −→ C∞(∆,Rn+1) .
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If T is a finite dimensional vector space of smooth mappings in C∞(Rn+1,Rn+1),
then Φ∗ restricts to give a continuous linear map Φ∗|T : T → C∞(∆,Rn+1). If
Φ∗|T is not injective, we can always restrict to a complement to ker(Φ∗|T ). Hence,
we suppose Φ∗|T is injective. For example, as Φ(∆) = Ω has non-empty interior,
if T is a vector space of polynomial mappings, then Φ∗|T is injective. This gives
a submanifold T ′ = Φ∗(T ) ⊂ C∞(∆,Rn+1), as is the translate T ′′ = Φ + T ′.
As Φ ∈ Emb(∆,Rn+1), which is open in C∞(∆,Rn+1), there is an open subset
T ⊂ T ′′ containing Φ and lying in Emb (∆,Rn+1).

We will use this method to construct the submanifolds T ⊂ Emb(∆,Rn+1)
which will satisfy the transversality condition for ρi and the distinguished subman-
ifolds W ⊂ ℓE

(k)(XJi
,R2).

Perturbation Family from Polynomial Mappings. We recall that for a point in Xℓ
Ji

the x(jp) for each p satisfy x
(jp)
1 ∈ Xi jp . Then, for each p = 1, . . . ,m, we choose

disjoint open neighborhoods U
(q)
jp

⊂ R
n+1 of the x

(jp)
q and let Ujp =

∏ℓp
q=1 U

(q)
jp

.

Likewise, we choose disjoint open neighborhoods Vjp ⊂ R
n+1 of u(jp) and Vi of

u(i). We note that if there are jp, jp′ ∈ Ti such that Xjp jp′ 6= ∅, then it is possible

that x
(jp)
q = x

(jp′ )

q′ for some q and q′. In this case we choose the neighborhoods

U
(q)
jp

= U
(q′)
jp′

⊂ Xjp jp′ . However, there will be different u(jp), u(jp′ ) and disjoint

neighborhoods Vjp and Vjp′ .

In each U
(q)
jp

we choose a C∞ bump function χjp q with support in U
(q)
jp

and

≡ 1 in a neighborhood of x
(jp)
q . For k > 0 let P(k)(Rn+1) denote the vector space

of polynomial mappings g : R
n+1 → R

n+1 of degree ≤ k, of the form g(y) =
(g1(y), . . . , gn+1(y)) with y = (y1, . . . , yn+1). Then we define vector spaces

T
(k)
jp q

= {χjp q · g : g ∈ P(k)(Rn+1)} and T = ×
x
(jp)
q

T
(k)
jp q

.

where the product for T is over distinct points x
(jp)
q . So if x

(jp)
q = x

(jp′ )

q′ , then there

is a single perturbation space T
(k)
jp q

= T
(k)
jp′ q′

which will provide perturbations for

each of them in the single neighborhood U
(q)
jp

= U
(q′)
jp′

. We shall see in §18 that

nonetheless in this case the appropriate perturbation transversality conditions are
still satisfied using the perturbation family we are about to define.

As we have described, T will be an open subset of T ′′ containing Φ, giving
the corresponding families (16.8) or (16.10). Our desired U will be obtained by
shrinking, if necessary, U =

∏m
p=1 Ujp . Hence, to determine the effect of elements

of T , we observe that elements of T
(k)
jp q

only affect the open set U
(q)
jp

containing

x
(jp)
q . Thus these perturbations act independently and we can consider their effects

individually.

For a single x
(jp)
q , we simplify notation in the derivative calculations that fol-

low and denote it by x(0) and let y(0) = Φ(x(0)) ∈ B. We locally represent a
neighborhood of B about y(0) using a Monge patch

(17.1) (y1, . . . , yn+1) = (x1, . . . , xn, f(x1, . . . , xn))

so that y = Φ(x) locally is given by (17.1), with y = (y1, . . . , yn+1) denoting
coordinates in R

n+1 and x = (x1, . . . , xn) denoting local coordinates for X near
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x(0). We may also suppose in the case of x(0) = x
(jp)
1 that the region Ωi is below

the Monge patch graph and Ωjp above the graph. We may obtain such a form by
an orthogonal transformation and a translation; hence, such transformations still
send P(k)(Rn+1) to itself. We use the following notation to describe the generators
for P(k)(Rn+1). Let α = (α1, . . . , αn+1) be a multi-index, yα = yα1 · · · yαn+1 , and

use the standard notation |α| =
∑n+1
j=1 αj . For the standard basis {ei} for R

n+1

we let wα,ℓ(y) = yαeℓ (so the ℓ-th coordinate is yα, and the others are 0). Then a

basis for P(k)(Rn+1) is given by {wα,ℓ : 0 ≤ |α| ≤ k and 0 ≤ ℓ ≤ n+1}. Thus, any

g(y) ∈ P(k)(Rn+1) may be written as g(y) =
∑n+1
ℓ=1

∑

|α|≤k tα,ℓ wα,ℓ. We will use

t = (tα,ℓ) as coordinates for P(k)(Rn+1).

By restricting to a sufficiently small neighborhood of x(0) we may assume χ ≡ 1,
so sufficiently near x(0), the elements of T ′ have the form

(17.2) Φ̃ = Φ +

n+1
∑

ℓ=1

∑

|α|≤k

tα,ℓ wα,ℓ ◦ Φ .

Computation of Derivatives for Families of Perturbations. In this section,
we use (17.2) to define the perturbed functions associated to Φ̃ from the basic
distance and height functions σ′(y, u) = ‖y − u‖2 and ν′(y, v) = y · v on R

n+1.

The perturbed distance function is defined by σ̃ = σ′ ◦ (Φ̃ × id) so that σ̃(x, u, t) =

‖Φ̃(x, t) − u‖2. For a tuple (u(j1), . . . , u(jm), u(i)), we let σ̃jp(x, t) = σ̃(x, u(jp), t) =

‖Φ̃(x, t) − u(jp)‖2 for each p, and also for i in place of jp. Second, the perturbed

height function ν̃ = ν′ ◦ (Φ̃ × id) so ν̃(x, v, t) = Φ̃(x, t) · v. Then, from these we
define the perturbed multi-distance function ρ̃i by replacing in (12.1) σ(x, u(jp)) by
σ̃(x, u(jp), t) for all p, and similarly for i in place of jp. Likewise, the perturbed
height-distance function τ̃ is defined from (12.2) by replacing ν(x, v) by ν̃(x, v, t),
and σ(x, u(jp)) by σ̃(x, u(jp), t) for all p.

For these we determine the resulting infinitesimal deformations resulting from
the perturbation Φ̃. We progressively proceed from germs and multigerms of the
distance and height functions to the multi-distance and height-distance functions.
For the derivatives with respect to u we use orthonormal coordinates (u1, . . . , un+1)
in a neighborhood of u(0). For v(0) ∈ Sn, we choose for a neighborhood of v(0)

an orthonormal basis {vj} for Tv(0)S
n (so orthogonal to v(0)), with coordinates

s = (s1, . . . , sn) defined by (s1, . . . , sn) 7→
∑n

j=1 sivi + sn+1v
(0), where sn+1 =

√

1 −
∑n
j=1 s

2
i .

Then, we compute

∂σ′

∂yi
= 2(y − u) · ei and

∂ν′

∂yi
= ei · v

(0);

∂σ′

∂ui
= −2(y − u) · ei and

∂ν′

∂si
= y · (vi −

si
sn+1

v(0)) ,(17.3)

where here and below “·”denotes dot product on R
n+1.

Then, we use (17.3) and the chain rule to compute the derivatives of the per-
turbations of the distance function σ̃(·, u(0)) at (x(0), u(0)) and the height function
ν̃(·, v(0)) at (x(0), v(0)). To compute the derivatives at x = 0, s = 0, t = 0, and
u = u(0), we let z = (x, t, s, u) and z0 = (0, 0, 0, u0) and obtain
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i) derivatives of the perturbed distance function :

∂σ̃

∂xi |z=z0
= 2(Φ − u(0)) ·

∂Φ

∂xi
;

∂σ̃

∂uj |z=z0
= −2(Φ − u(0)) · ej ;

∂σ̃

∂tα,ℓ |z=z0
= 2(Φ − u(0)) · (yα ◦ Φ)eℓ ;

∂σ̃

∂sj |z=z0
= 0 ;(17.4)

and

ii) derivatives of the perturbed height function :

∂ν̃

∂xi |z=z0
=

∂Φ

∂xi
· v(0) ;

∂ν̃

∂ui |z=z0
= 0 ;

∂ν̃

∂tα,ℓ |z=z0
= (yα ◦ Φ)eℓ · v

(0) ;

∂ν̃

∂sj |z=z0
= Φ · vj .(17.5)

To evaluate these derivatives, we distinguish whether or not the distance function
σ̃(·, u(0)) and the height function ν̃(·, v(0)) have critical points at x(0). For the
distance function, the condition for a critical point is that u(0) is lying in the

normal line to the surface, which for the Monge patch is the yn+1-axis so u
(0)
j = 0

for j ≤ n. Then, the distance function will be of the form (13.6). Thus, it will

be an A1 point unless u
(0)
n+1 = 1

κj
for some j ≤ n and then it is an Ak point with

k ≥ 2. We use the same notation as in (13.6), so for a local maximum we must

have u
(0)
n+1 = 1

κ1
.

For the height function, the condition is that v(0) is normal to the surface so that

v
(0)
j = 0 for j ≤ n, and moreover that x(0) is a maximum for the height function

for v(0) requires that v(0) is in the positive yn+1-direction.

Evaluating Derivatives of Jet Extension Mappings. Next, we use (17.4) and (17.5)
to evaluate the derivatives of the jet mappings sj

k
1 (σ̃) and sj

k
1 (ν̃). To do so we

use the local representation of the partial multijet spaces as products in (12.4) of
Definition 12.4.

(17.6) ℓE
(k)(XJi

,R2) =

m
∏

p=1

ℓpJ
k(

◦
Xjp ,R

2) | (XJi
)(ℓ) .

Furthermore, the multijet space ℓpJ
k(

◦
Xjp ,R

2) is itself locally a product of jet spaces

Jk(Xi jp ,R
2) and the jet mapping acts as a product when we fix a value in R

n+1
i
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or Sn:

jk1 (σ̃) : U
(q)
jp

× Vjp × T
(q)
jp

−→ Jk(U
(q)
jp
,R) ≃ U

(q)
jp

× R × Jk(n, 1) ,

jk1 (ν̃) : U
(q)
jp

× Sn × T
(q)
jp

−→ Jk(U
(q)
jp
,R) ≃ U

(q)
jp

× R × Jk(n, 1) .(17.7)

As usual Jk(n, 1) denotes the k-jets of germs R
n, 0 → R, 0, and Jk(n, 1) × R ≃

Cx\m
k+1, where Cx denotes the ring of germs on (Rn, 0) with maximal ideal m. A

R+-invariant submanifold W of (multi-)jet space is a bundle over the base with
fiber W0. For a local representation of the jet bundle as a product, let πf denote
projection of the jet bundle onto a fiber. Then, transversality of a multijet map

sj
k
1 (ψ) to W is equivalent to transversality of πf ◦ sjk1 (ψ) to the fiber W0. We refer

to πf ◦ sj
k
1 (ψ) as the fiber jet extension map, which we denote by sj

k
f (ψ).

If w denotes any of the local coordinates and ψ denotes either the distance or
height function, then as partial derivatives commute, the fiber jet extension maps
can be computed by

(17.8) djkf (ψ)|z=z0(
∂

∂w
) =

∂ψ

∂w |z=z0
mod mk+1.

This reduces the verification of the transversality conditions to W in Definitions
16.1 and 16.4 to verifying the transversality of the appropriate fiber jet extension
map to the fiber W0.

We first use (17.4) and (17.5) in (17.8) to compute the derivatives for the Monge
patch in the case that σ̃(·, u(0)) and ν̃(·, v(0)) have critical points at 0. As Φ is

of the form (13.5),
∂Φ

∂xi
= ei +

∂f

∂xi
en+1. Evaluating (17.4) and (17.5), using the

conditions on u(0) and v(0) for critical points, we obtain the following:

i) derivatives of the distance function at a critical point:

∂σ̃

∂xi |z=z0
= 2(xi + (f − u

(0)
n+1)

∂f

∂xi
) ;

∂σ̃

∂uj |z=z0
=

{

−2xj 0 ≤ j ≤ n

−2(f − u
(0)
n+1) j = n+ 1

;

∂σ̃

∂tα,ℓ |z=z0
=

{

2xj(y
α ◦ Φ) 0 ≤ ℓ ≤ n

2(f − u
(0)
n+1)(y

α ◦ Φ) ℓ = n+ 1
;

∂σ̃

∂vj |z=z0
= 0 ;(17.9)

and
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ii) derivatives of the height function at a critical point:

∂ν̃

∂xi |z=z0
=

∂f

∂xi
;

∂ν̃

∂ui |z=z0
= 0 ;

∂ν̃

∂tα,ℓ |z=z0
=

{

0 0 ≤ ℓ ≤ n
(yα ◦ Φ) ℓ = n+ 1

;

∂ν̃

∂vj |z=z0
= xj .(17.10)

Multijet Properties Implying Stratification Properties on the Bound-
aries. Before completing the proofs of the transversality theorems, we first take a
brief detour to use these calculations to give the proofs of several Lemmas referred
to in §14. These Lemmas were used there to prove certain stratification properties
of the strata in the boundaries of the regions corresponding to the Blum types.

Specifically we consider the infinitesimal deformations of the multigerms of either
multi-distance or height-distance functions arising from the variation of either u or
v and all but one of the multigerm points on the boundary. In these cases, t = 0
so we are considering the derivative calculations as they apply to σ and ν.

We then prove that on the inverse images of certain classes of submanifolds W (α)

under the (multi)jet maps, these functions are not singular.

Lemma 17.1. Suppose the distance function σ defines the R+–versal unfolding at
x = {x(1), . . . , x(s)} and u = u(0) of the multigerm g(x) = σ(x, u(0)) of type Aα. If
either s > 1, or s = 1 and α = (k) with k ≥ 2, then

dsj
k
1 (σ)(x, u(0))(⊕sj=2Tx(j)X ⊕ Tu(0)Rn+1) ∩ T

sj
k
1 (g)(x)W

(α) = 0 .

There is an analogous result for the height function.

Lemma 17.2. Suppose the height function ν defines the R+–versal unfolding at
x = {x(1), . . . , x(s)} and v = v(0) of the multigerm h(x) = ν(x, v(0)) of type Aα. If
either s > 1, or s = 1 and α = (k) with k ≥ 2, then

dsj
k
1 (ν)(x, v(0))(⊕sj=2Tx(j)X ⊕ Tv(0)S

n) ∩ T
sj

k
1 (h)(x)W

(α) = 0 .

Note that these lemmas are equally valid replacing the first factor by any other.
A third property involves the Thom-Boardman strata.

Lemma 17.3. Suppose the distance function σ, resp. the height function ν, defines
the R+–versal unfolding at x = {x(1), . . . , x(s)} for u = u(0) of the germ g(x) =
ν(x, u(0)), resp. for v = v(0) of the germ h(x) = ν(x, v(0)). If these germs are of
Thom-Boardman type Σn,1 then

djk1 (σ)(x, u(0))(Tu(0)Rn+1) ∩ Tjk
1 (g)(x)Σn,1 = 0 ,

djk1 (ν)(x, v(0))(Tv(0)S
n) ∩ Tjk

1 (h)(x)Σn,1 = 0 .(17.11)

Proof of Lemma 17.1. We first consider the case when s = 1 and use the Monge
patch given by (17.1). By (17.9),

(17.12) djk1 (σ)(0, u(0))(Tu(0)Rn+1) = 〈−2x1, · · · − 2xn,−2(f − u
(0)
n+1)〉 .
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For this Monge patch, the distance function g(x) = σ(x, u(0)) has the form (13.6).

g(x) =
n
∑

i=1

(1 − u
(0)
n+1κi)x

2
i − 2u0,n+1

∑

|α|≥3

aαx
α + (u

(0)
n+1)

2(17.13)

+ (

n
∑

i=1

1

2
κix

2
i +

∑

|α|≥3

aαx
α)2.

Hence, as g is an Ak with k ≥ 2, u
(0)
n+1 = 1

κi
for some i. For simplicity we assume

i = 1; then

(17.14) TR+ · g ⊂ 〈1〉 + mx(x2, . . . , xn) + m3
x .

Then, since κ1 6= 0, f has a nonzero term x2
1, and so the RHS of (17.12) is a

complement of dimension n+ 1 to the subspace of Cx given by the RHS of (17.14).
Hence, its intersection with the subspace TR+ · g is 0.

Next, suppose that s > 1. We let x0 = (x
(1)
0 , . . . , x

(s)
0 ) ⊂

◦
X

(s)

and g(x) =

σ(x, u(0)). Let gj denote the germ of g at x
(j)
0 expressed in terms of a local Monge

patch in a neighborhood Uj about x
(j)
0 with local coordinates (x

(j)
1 , . . . , x

(j)
n ). We

suppose that the multigerm of g at x0 is of type α = (α1, . . . αs). To simplify nota-

tion, we let zj = jk(gj)(x
(j)), z = (z1, . . . , zs), z

′ = (z2, . . . , zs), x
′
0 = (x

(2)
0 , . . . , x

(s)
0 )

and α′ = (α2, . . . αs). We note that z = sj
k
1 (σ)(x0, u

(0)).
To prove the Lemma in this case it is sufficient to show that for a set of gen-

erators {wi} of ⊕sj=2Tx(j)X ⊕ Tu(0)Rn+1, that {dsjk1 (σ)(x0, u
(0))(wi)} are linearly

independent in Tz sJ
k(

◦
X,R)/TzW

(α). We use the set of generators

{
∂

∂x
(j)
i

, j = 2, . . . , s, i = 1, . . . , n;
∂

∂ui
, i = 1, . . . , n+ 1}.

We first note that for any gj of type Aαj
, that {

∂gj

∂x
(j)
1

, . . . ,
∂gj

∂x
(j)
n

} form a regular

sequence in Cx(j) ; and hence are linearly independent mod mx(j)(
∂gj

∂x
(j)
1

, . . . ,
∂gj

∂x
(j)
n

).

Thus, in Jk(Uj ,R) ≃ Uj × R × (mx(j)/mk+1
x(j) ),

djk(gj)(Tx(j)
0
X) is spanned by {

∂

∂x
(j)
i

+
∂gj

∂x
(j)
i

, i = 1, . . . , n},

which are linearly independent in Tzj
Jk(Uj ,R)/Tzj

W (αj). Thus, {
∂gj

∂x
(j)
i

, j = 2, . . . , s, i =

1, . . . , n} are linearly independent in Tz′ (s−1)J
k(

◦
X,R)/Tz′W

(α′). Hence,

{
∂gj

∂x
(j)
i

, j = 2, . . . , s, i = 1, . . . , n;
∂(g1, . . . , gs)

∂ui
, i = 1, . . . , n+ 1}

are linearly dependent in Tz sJ
k(

◦
X,R)/TzW

(α) if and only if {
∂(g1, . . . , gs)

∂ui
, i =

1, . . . , n+ 1} together with (1, . . . , 1) are linearly dependent in

Cx(1)/(TR+g1) ⊕
s
j=2 Cx(j)/(

∂gj

∂x
(j)
1

, . . . ,
∂gj

∂x
(j)
n

) .



116 JAMES DAMON AND ELLEN GASPAROVIC

As (
∂gj

∂x
(j)
1

, . . . ,
∂gj

∂x
(j)
n

) ⊂ mx(j) , it is sufficient to show that {
∂(g1, . . . , gs)

∂ui
, i =

1, . . . , n+ 1} together with (1, . . . , 1) are linearly independent in

(17.15) L = Cx(1)/(TR+g1) ⊕
s
j=2 Cx(j)/mx(j) .

Now

∂gj
∂ui

=

{

−2x
(j)
i i ≤ n,

−2(gj − u
(j)
0n+1) i = n+ 1

where u
(j)
0 is the point u(0) in the coordinates x(j). Then,

∂(g1, . . . , gs)

∂ui
≡ (−2xi, 0, . . . , 0) mod L for i = 1, . . . , n

and
∂(g1, . . . , gs)

∂un+1
≡ (−2(gj − u

(0)
n+1), 2u

(2)
0n+1, . . . , 2u

(s)
0n+1) mod L .

If α1 ≥ 2, then we can apply the same argument for the case s = 1 to conclude
that these together with (1, . . . , 1) are linearly independent in L.

If instead α1 = 1, we examine the relations for the first two coordinates in L.
Again there are two cases based on whether u(0)−x(1) and u(0)−x(2) are or are not
collinear. First, if u(0)−x(1) and u(0)−x(2) are not collinear, then they span a plane
P which intersects each tangent plane in a line. We choose an orthonormal basis
{ei, i = 1, . . . , n − 1} for the orthogonal complement to the line. For the tangent
plane at x(1) we let en be a unit vector in the line, and en+1 be along u(0) − x(1).
For the second tangent plane we let e′i = ei, i = 1, . . . , n − 1, e′n be along the line
of intersection of P with the tangent plane and e′n+1 be along u(0) − x(1) so that
{e′n, e

′
n+1} have the same orientation in P as does {en, en+1}. Hence, there is a

rotation by an angle θ sending {e′n, e
′
n+1} to {en, en+1}. By (17.12) applied to each

germ gj , and i = 1, . . . , n− 1,

(17.16) d2j
k
1 (σ)((x(1), x(2)), u(0))(ei) ≡ (−2x

(1)
i , 0) mod m2

x(1) ⊕ mx(2) .

It suffices to show that d2j
k
1 (σ)((x(1), x(2)), u(0))(ei) for i = 1, . . . , n+1 and (1, 1)

are linearly independent in Cx(1)/m2
x(1) ⊕ Cx(2)/mx(2) . Already (17.16) shows this

is true for i < n. For {en, en+1}, we use (17.12) for g0, and (17.12), but for g1,
together with

en = cos(θ)e′n + sin(θ)e′n+1 ,

en+1 = − sin(θ)e′n + cos(θ)e′n+1 .(17.17)

We obtain mod m2
x(1) ⊕ mx(2)

d2j
k
1 (σ)((x(1), x(2)), u(0))(en) ≡ −2(x(1)

n ,− sin(θ)u
(1)
n+1),

d2j
k
1 (σ)((x(1) , x(2)), u(0))(en+1) ≡ −2(−u

(0)
n+1,− cos(θ)u

(1)
n+1) .(17.18)

In the subspace spanned by {(x
(1)
n , 0), (1, 0), (0, 1)}, as cos(θ) 6= 1, the two terms in

(17.18) together with the term (1, 1) are checked to be linearly independent. These
together with those in (17.16) are linearly independent in Cx(1)/m2

x(1) ⊕Cx(2)/mx(2) .

This gives the result in this case. The case when u(0) − x(1) and u(0) − x(2) are
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collinear is easier as we may let e′n = en and e′n+1 = −en+1 so that (17.16) holds
for i ≤ n and (17.18) becomes

d2j
k
1 (σ)((x(1), x(2)), u(0))(en+1) ≡ −2(−u

(0)
n+1, u

(1)
n+1).

As u
(0)
n+1 and u

(1)
n+1 have the same sign, this term and (1, 1) are linearly independent

so again the result is true.
�

Proof of Lemma 17.2. The proof here is similar but much easier. Again for s = 1,
we use the Monge patch in (17.1) so v(0) = en+1, and Tv(0)S

n is spanned by the
orthonormal basis {ei, i = 1, . . . , n}. By (17.10),

∂ν

∂vj |(x,t)=(0,0)

= xj for j = 1, . . . , n .

Hence, its intersection with the subspace TR+ · h is 0. If s > 1, the case α1 ≥ 2
reduces to an argument analogous to the case s = 1. If α1 = 1 we again consider
the first two factors. Now we may use the same orthogonal basis for the multigerm
h at {x(1), x(2)} (using the same notation and Monge patches as in the preceding
proof). We obtain in place of (17.16) for i = 1, . . . n,

(17.19) d2j
k
1ν((x

(1), x(2)), v(0))(ei) ≡ (x(1)
n , 0) mod m2

x(1) ⊕ mx(2) .

Hence, its intersection with the subspace T 2R
+ · h = 〈(1, 1)〉 + m2

x(1) ⊕ mx(2) is
0. �

Proof of Lemma 17.3. The proof is similar to the first part of each of the two pre-
ceding Lemmas. We give the argument for the distance function with the height
function being analogous. We use the Monge patch given by (17.1) with the same
notation as in the previous Lemmas. This time we use Mather’s formula ([M6, §5])
for the tangent space to Σn,1 for the distance function g(x) = σ(x, u(0)) of the form

(17.13), where u
(0)
n+1 = 1

κ1
. In the fiber J2(n, 1) × R,

Tj2gΣn,1 ⊕ R ≡ 〈1〉 + mx(
∂g

∂x1
, . . . ,

∂g

∂xn
) + β(g) mod m3

x

where the operator β applied to the ideal (g) satisfies

β(g) ≡ (g) + (
∂g

∂x1
, . . . ,

∂g

∂xn
)2 mod m3

x .

Hence,

(17.20) Tj2gΣn,1 ≡ mx(
∂g

∂x1
, . . . ,

∂g

∂xn
) + (g) mod m3

x .

Now, we follow the proof of the first part of Lemma 17.1 and apply (17.12) using
that f has a nonzero term x2

1, and so the RHS of (17.12) is a complement of
dimension n + 1 to the subspace of Cx given by the RHS of (17.20). Hence, its
intersection with the subspace Tj2gΣn,1 is 0. �

18. Completing the Proofs of the Transversality Theorems

We are ready to return to the derivative calculations of the previous section to
complete the proofs of Theorems 13.1 and 13.2.
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Perturbation Transversality Conditions via Fiber Jet Extension Maps.
We consider a given i, an m > 0 with an assignment p 7→ jp, a partition ℓ =
(ℓ1, . . . , ℓp), and a distinguished submanifold W ⊂ ℓE

k(XJi
,R2).

In order to verify the conditions in Definitions 16.1 and 16.4, we consider the
family of perturbations Φ̃ constructed in the last section (17.2) for a point x =
(x(j1), . . . , x(jm)) ∈ XJi

. We have seen that because the subspaces of perturbations

act locally on one factor, it is sufficient to consider for each x(jp) = (x
(jp)
1 , . . . , x

(jp)
ℓp

),

the local representations in (17.6) and (17.7) in the neighborhoods of a point x
(jp)
q .

We establish transversality progressively by beginning first with R+-invariant
submanifolds of jet space, then second for sR+-invariant submanifolds of multijet
space; and then we use (17.8), to establish transversality for the multi-distance and
height-distance functions to distinguished submanifolds of partial multijet space.

Fiber Jet Extension Maps to Jet Spaces.
For a R+-invariant submanifold W in jet space, it is sufficient to verify transver-

sality of the fiber jet extension map to the fiber W0 in the fiber Jk(n, 1) × R ≃
Cx/mk+1

x .

Proposition 18.1. The fiber jet extension maps for the distance and height func-
tions are submersions in all cases, except for the distance function when u(0) = x(0).
In that case, it is transverse to the R+-orbit for A1-type singularities.

Proof. First we use (17.4) and (17.5) together with (17.8) to compute the image
of the derivative of the fiber jet extension maps for the basic distance and height
functions. For α of the form α = (α1, . . . αn, 0), yα ◦ Φ = xα. By (17.9),

(18.1)
∂σ̃i
∂tα,ℓ |z=z0

=

{

2(xℓ − u
(0)
ℓ )xα ℓ ≤ n,

2(f − u
(0)
n+1)x

α ℓ = n+ 1
.

We consider two cases depending on whether u(0) = or 6= x(0).

In the case u(0) 6= x(0), there is some u
(0)
ℓ 6= 0. If ℓ ≤ n, then xℓ − u

(0)
ℓ is a unit

in Cx, while if ℓ = n + 1, then f − u
(0)
n+1 is a unit in Cx. Hence, in either case for

appropriate ℓ, the set of elements {
∂σ̃i
∂tα,ℓ |z=z0

}, as we vary over α with αn+1 = 0

and |α| ≤ k, generate Cx/mk+1
x as a vector space. Thus, the fiber jet extension

map jf (σ̃i) is a submersion in a neighborhood of (x(0), u(0)).

If instead u(0) = x(0), then u
(0)
j = 0 for all j. The set of elements {

∂σ̃i
∂tα,ℓ |z=z0

=

2xℓ x
α} for ℓ ≤ n generate as a vector space mx/m

k+1
x . Now, the distance function

has an A1 singularity at x(0), so W0 = W (1) × R. As TW0 = 〈1〉 + m2
x, jf (σ̃i) is

transverse to W0 in a neighborhood of (x(0), u(0)). Thus, in each case the condition
in Definition 16.1 is satisfied in a neighborhood of z.

For the height function we perform a similar analysis using

(18.2)
∂ν̃

∂tα,ℓ |z=z0
= v

(0)
ℓ xα .

If x(0) is a critical point for the height function ν̃ for v(0), then v
(0)
n+1 = ±1. Then, by

(18.2) the set of elements {
∂ν̃

∂tα,n+1 |z=z0

= ±xα}, as we vary over α with αn+1 = 0
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and |α| ≤ k, again generate as a vector space Cx/mk+1
x . If instead x(0) is not

a critical point, then there is a j ≤ n such that v
(0)
j 6= 0. Now, we use instead

{
∂ν̃

∂tα,j |z=z0
= v

(0)
j xα} and obtain Cx/mk+1

x . In either case, the fiber jet extension

map jf (ν̃) is a submersion in a neighborhood of (x(0), v(0)).
Thus, the fiber jet extension maps are locally submersions in all cases, except

for the distance map when u(0) = x(0); and then it is transverse to the R+-orbit
for A1-type singularities. �

We will refer to the transversality condition in Definition 16.4 as the perturbation
transversality condition. We see that it is satisfied for both the jet maps for distance
and height functions.

Fiber Jet Extension Maps to Multijet Spaces.
Second, we extend the preceding results to fiber multijet maps.

Proposition 18.2. The perturbation transversality condition is satisfied for mul-
tijet maps for both distance and height functions.

Proof. Let W =
∏q

j=1Wj × ∆q
R. First we consider the multigerm of the distance

function σ̃(·, u(0)) at x = (x(1), . . . , x(q)) ∈ X(q). First, suppose u(0) = x(j) for some
j. Since σ(x(ℓ), u(0)) = σ(x(j), u(0)) = 0 for all other ℓ, and the x(ℓ) are distinct, we
can only have q = 1. Thus, we are back to the case of a single germ.

Otherwise, u(0) 6= x(j) for any j, and we construct a family of perturbations
as already described. We restrict to a product neighborhood U =

∏q

j=1 Uj and

a neighborhood V of u(0). We denote by Tj the space of localized polynomial
perturbations on Uj and let T = ×qj=1Tj with the resulting perturbation of Φ.

First, if u(0) 6= x(j) for any j, then djf (σ̃(·, u(0)))(x)|Tj
is a local submersion onto

Jk(n, 1)×R for each j. Hence, the fiber multijet map dqjf (σ̃(·, u(0)))(x)|T is a local

submersion in a neighborhood of (x, u(0), 0). This argument applies to all points in
the neighborhood.

The argument for the height-distance function is similar as the fiber jet map on
each perturbation space Tj will again be a local submersion by the case of single
germs; thus so is the fiber multijet map. Thus, the perturbation transversality
condition is satisfied in either multijet case. �

Remark 18.3. Because of the surjectivity of the perturbation map when we re-
place Xi by X∗

i , the perturbation transversality condition remains valid for any
submanifold which is invariant under qR

+. Then, the general transversality theo-
rem for multijets implies Theorem 13.1 for multijets sj

k
1 (σi) (and jets for s = 1).

This yields Mather’s theorem.

Next, we shall use these, along with the derivative computations for the multi-
function cases, to verify the perturbation transversality condition for the partial
multijet mappings.

Fiber Jet Extension Maps to Partial Multijet Spaces.
We now consider the multi-distance and height-distance functions. Given i,

and m > 0 with assignment p 7→ jp,and partition ℓ = (ℓ1, . . . , ℓm), we let x =

(x(j1), . . . , x(jm)) ∈ X
(ℓ)
Ji

with x(jp) = (x
(jp)
1 , . . . , x

(jp)
ℓp

) and where by our earlier
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definition of X
(ℓ)
Ji

, x
(jp)
1 ∈ Xi jp for all p. For the multi-distance function we also

consider u = (u(j1), . . . , u(jm), u(i)) ∈ (Rn+1)(m+1). We use the local representation

of X
(ℓ)
Ji

and ℓE
(k)(XJi

,R2) given in (17.6) and in §14. We suppose ℓj
k(σ̃i)(x, u, t) ∈

W ⊂ ℓE
(k)(XJi

,R2). Here W is a distinguished submanifold and has the following
form by (13.3) contained in (18.3), where we restrict the products on the RHS to

X
(ℓ)
Ji

:

ℓE
(k)(XJi

,R2) =

m
∏

p=1

ℓpJ
k(

◦
Xjp ,R

2)(18.3)

=

m
∏

p=1





ℓp
∏

q=1

(Jk(
◦
Xjp ,R) × Jk(

◦
Xjp ,R))



 .

Then, for fixed u and t, the partial multijet of the multi-distance function is

the product of jet maps
∏m
p=1

∏ℓp
q=1 j

k
1 (σ̃i, σ̃jp), with each jk1 (σ̃i, σ̃jp) : Xi jp →

Jk(Xi jp ,R
2).

Because the perturbations act independently in a neighborhood of each x
(jp)
q it is

enough to consider two cases. One is for x(jp) = (x
(jp)
1 , . . . , x

(j1)
ℓp

) with x
(jp)
1 ∈ Xi jp .

We then will determine the derivatives of the perturbations of each factor for each
local multi-distance map (σ̃i, σ̃jp). The second case is when there are jp, jp′ ∈ Ji

with jp 6= jp′ , and q, q′, such that x
(jp)
q = x

(jp′ )

q′ as points in Xjp jp′ . Then, we have
an analogous situation except we have to simultaneously consider the perturbations
applied at the common point for both distance functions σ̃jp and σ̃jp′ . We consider
case 1, and then indicate the modifications for case 2.

Unlike the two preceding special cases for jets and multijets, we must now ex-
amine the contributions to the fiber partial multijet map of the perturbed multi-
distance map.

To simplify notation (and agree with earlier notation involving derivatives of

distance and height functions), we consider p and denote x
(jp)
1 as x(0), u(i) as u(0),

and u(jp) as u(1).

Derivatives of Multi-Distance and Height-Distance Functions.
We then first obtain from (17.4) the form of the derivatives of the multi-distance

functions at (x(0), u(0), u(1)) with x(0) ∈ Xi,j and u(0) 6= u(1). Locally we are

reduced to the multi-distance function ρ̃i = (σ̃i, σ̃j), with σ̃i = σ̃(·, u(0)), and

σ̃j = σ̃(·, u(1)). The derivative computations are with respect to two sets of or-

thonormal coordinates (uj) and (u′j) about the points u(0) and u(1), where u(0) and

u(1) vary independently. Here u(0) = (u
(0)
1 , . . . , u

(0)
n+1) and u(1) = (u

(1)
1 , . . . , u

(1)
n+1)

at a point (x(0), u(0), u(1)). We compute the derivatives with respect to coordi-
nates used earlier, z = (x, s, t, u, u′) and z0 = (0, 0, 0, u(0), u(1)), where u′ denotes
orthogonal coordinates about x(0) for u(1).
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Derivatives of the multi-distance function:

∂ρ̃i
∂xi |z=z0

=

(

2(Φ − u(0)) ·
∂Φ

∂xi
, 2(Φ − u(1)) ·

∂Φ

∂xi

)

;

∂ρ̃i
∂uj |z=z0

=
(

−2(Φ − u(0)) · ej , 0
)

;

∂ρ̃i
∂u′j |z=z0

=
(

0,−2(Φ − u(1)) · ej
)

;

∂ρ̃i
∂tα,ℓ |z=z0

=
(

2(Φ − u(0)) · (yα ◦ Φ)eℓ, 2(Φ − u(1)) · (yα ◦ Φ)eℓ

)

,(18.4)

where as earlier “·”denotes the dot product in R
n+1.

Second, we use (17.4) and (17.5) to obtain the derivatives of the height-distance

function at a point (x(0), u(0), v(0)), with x(0) again denoting x
(jp)
1 ∈

◦
X i, u

(0) ∈ R
n+1

and v(0) ∈ Sn. Locally we are reduced to the height-distance function τ̃ = (ν̃, σ̃i),
with ν̃ = ν̃(·, v(0)) and σ̃i = σ̃(·, u(0)). The derivative computations are with respect
to the same coordinates used earlier about x(0), u(0), and v(0), with z = (x, s, t, u)
and z0 = (0, 0, 0, u(0)).
Derivatives of the height-distance function:

∂τ̃

∂xi |z=z0
=

(

∂Φ

∂xi
· v(0), 2(Φ − u(0)) ·

∂Φ

∂xi

)

;

∂τ̃

∂uj |z=z0
=
(

0, 2(Φ − u(0)) · ej
)

;

∂τ̃

∂tα,ℓ |z=z0
=
(

(yα ◦ Φ)eℓ · v
(0), 2(Φ − u(0)) · (yα ◦ Φ)eℓ

)

;

∂τ̃

∂sj |z=z0
= (Φ · vj , 0) .(18.5)

Then we compute the contribution of these terms to the derivative of the fiber
partial multijet map.

For α of the form α = (α1, . . . αn, 0), yα ◦ Φ = xα. Then, by (17.9) and (18.4)

∂ρ̃i
∂tα,ℓ |z=z0

=

{

2((xℓ − u
(0)
ℓ )xα, (xℓ − u

(1)
ℓ )xα) ℓ ≤ n ,

2((f − u
(0)
n+1)x

α, (f − u
(1)
n+1)x

α) ℓ = n+ 1 .

Thus, the set of elements {
∂ρ̃i
∂tα,ℓ |z=z0

} as we vary over α with αn+1 = 0 and |α| ≤ k

generate as a vector space the submodule

K1 = Cx · {(xℓ − u
(0)
ℓ , xℓ − u

(1)
ℓ ), ℓ = 1, . . . , n, (f − u

(0)
n+1, f − u

(1)
n+1)}

mod (mk+1
x ⊕ mk+1

x ) .(18.6)

Also, the vector spaces spanned by

{
∂ρ̃i
∂uℓ |z=z0

: ℓ = 1, . . . , n+ 1}, resp., {
∂ρ̃i
∂u′ℓ |z=z0

: ℓ = 1, . . . , n+ 1}
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are resp.

K2 = 〈(xℓ − u
(0)
ℓ ), 0), ℓ = 1, . . . n, (f − u

(0)
n+1, 0)〉 ,

K3 = 〈(0, xℓ − u
(1)
ℓ )), ℓ = 1, . . . n, (0, f − u

(1)
n+1)〉 .(18.7)

Third, by (18.4) we have for i = 1, . . . , n,

∂ρ̃i
∂xi |z=z0

= 2((xi − u
(0)
i + (f − u

(0)
n+1)

∂f

∂xi
), (xi − u

(1)
i ) + (f − u

(1)
n+1)

∂f

∂xi
)).

Thus,
∂ρ̃i
∂xi |z=z0

∈ K1 +K2 +K3.

For the height-distance function, we have a corresponding set of conclusions

using (18.5). The set of elements {
∂τ̃

∂tα,ℓ |z=z0
} as we vary over α with αn+1 = 0

and |α| ≤ k generate as a vector space the submodule

L1 = Cx · {(v
(0)
ℓ , xℓ − u

(0)
ℓ ), ℓ = 1, . . . , n, (v

(0)
n+1, f − u

(0)
n+1)}(18.8)

mod (mk+1
x ⊕ mk+1

x ) .

Also, the vector spaces spanned by

{
∂τ̃

∂uℓ |z=z0
: ℓ = 1, . . . , n+ 1}, resp., {

∂τ̃

∂vℓ |z=z0
: ℓ = 1, . . . , n}

are resp.

L2 = 〈(0, xℓ − u
(0)
ℓ )), ℓ = 1, . . . n, (0, f − u

(0)
n+1)〉 ,(18.9)

L3 = 〈(xℓ, 0), ℓ = 1, . . . n〉 .

We will not have need of the
∂τ̃

∂xi |z=z0
.

Verifying the Perturbation Transversality Conditions. With the given i, the
m > 0 with assignment p 7→ jp, and the partition ℓ = (ℓ1, . . . , ℓp) already chosen,

we consider a compact subset Z ⊂ X
(ℓ)
Ji

× (Rn+1)(m+1). We want to establish the
perturbation multi-transversality condition for a distinguished submanifold W ⊂

ℓE
(k)(XJi

,R2) and the partial multijet map

ℓj
k
1 (ρi) : X

(ℓ)
Ji

× (Rn+1)(m+1) → ℓE
(k)(XJi

,R2)

restricted to Z. We may cover Z by a finite number of compact sets of the form

(
∏m

p=1 Zjp)× (
∏m+1
j=1 Z ′

j) with Zjp = (
∏ℓp
q=1 Z

′
q) ⊂ X

(ℓp)
jp

for each p and
∏m+1
j=1 Z ′′

j ⊂

(Rn+1)(m+1). Thus, we may assume Z has this form. We consider (x, u) ∈ X
(ℓ)
Ji

×

(Rn+1)(m+1) with as before x = (x(j1), . . . , x(jm)), x(jp) = (x
(jp)
1 , . . . , x

(jp)
ℓp

), u =

(u(j1), . . . , u(jm), u(i)).
We suppose (x, u) ∈ Z, so each x(jp) ∈ Zjp and each u(jp) ∈ Z ′′

jp
, and in addi-

tiion ℓj
k
1 (ρi)(x, u) ∈ W . By Theorem 13.1 for jets and multijets, we have that

there is an open dense subset U ⊂ Emb(∆,Rn+1) such that for Φ ∈ U , the
conclusions of Mather’s Theorem hold for multigerms: σjp at Sjp ⊂ Xjp with

Sjp = {x
(jp)
1 , . . . , x

(jp)
ℓp

} ⊂ Zjp and u(jp) ∈ Z ′
jp

for each p, and σi at Si ⊂ Xi with

Si = {x
(j1)
1 , . . . , x

(jm)
1 } ⊂ (

∏m
p=1 Z

′
1) and u(i) ∈ Z ′′

i .
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We will verify that the perturbation transversality conditions to the distinguished
submanifolds hold on Z for the partial multijets corresponding to Φ ∈ U . It will
then follow by the Hybrid Multi-Transversality Theorem 16.5, that there is an
open dense subset U ′ ⊂ U , such that for Φ ∈ U ′, the partial multijets ℓj

k
1 (ρi) are

transverse to distinguished submanifolds on Z. Then, U ′ is then also open and dense
in Emb (∆,Rn+1). As this is true for each of the finite number of i, m, assignments
p 7→ jp, partitions ℓ, and distinguished submanifolds W , the intersection of these is
still open and dense in Emb (∆,Rn+1). Thus, (a1) of the Transversality Theorem
13.2 holds, and as explained earlier it follows that (b) holds for multi-distance
functions. There will be an analogous argument for the height-distance functions,
completing the proof of Theorem 13.2.

Then, we consider (x, u) ∈ Z with ℓj
k
1 (ρi)(x, u) ∈ W ⊂ ℓE

(k)(XJi
,R2). Unlike

the cases of simple germs and multigerms, we will not always have a submersion
onto the jet spaces. We first use (18.6) and (18.7) to compute the image of the
subspaces of infinitesimal perturbations and prove transversality to W .

As W is a distinguished submanifold, we may represent W in the following form

W =





m
∏

p=1

(

(

ℓp
∏

q=1

W (jp)
q ) × ∆ℓpR

)



× ∆m
R ,

Also, each W
(jp)
q has the form

W (jp)
q =

{

W
(jp)
1 0 ×W

(jp)′
1 0 x(jp)

q ∈ Xi jp a singular point of σi,

Jk(n, 1) ×W
(jp)′
q 0 otherwise

,

where the W
(jp)
q 0 and W

(jp)′
q 0 are the R-invariant submanifolds of jets of singular

germs, introduced in §13.

Let Si = {x
(j1)
1 , . . . , x

(jm)
1 } and Sjp = {x

(jp)
1 , . . . , x

(jp)
ℓp

} for all p. Then, by as-

sumption (σi(x
(j1)
1 ), . . . , σi(x

(jm)
1 )) ∈ ∆m

R, and (σjp(x
(jp)
1 ), . . . , σjp(x

(jp)
ℓp

)) ∈ ∆ℓpR

for all p; thus there are common values σi(x
jp
1 ) = y(i) for all p, and σjp(x

(jp)
q ) = y(jp)

for all q. Since Φ belongs to the open dense set U , the multigerms σi : Xi×R
n+1, Si×

{u(i)} → R, y(i) and σjp : Xjp × R
n+1, Sjp × {u(jp)} → R, y(jp) are R+-versal un-

foldings for all cases except n + 1 = 7 when one of the points is an Ẽ7 point. In
that case, that is the only point in the Si, resp. Sjp , and we consider that case
separately later.

Then for the perturbation, we are considering the partial multijet of the multi-

distance function ρ̃i about the points (x
(j1)
1 , . . . , x

(jm)
1 ), where ρ̃i = (σ̃i, σ̃jp) about

x
(j1)
p . Here we view σ̃jp as a multigerm about (x

(jp)
1 , . . . , x

(jp)
ℓp

) with each x
(jp)
1 ∈

Xi jp .

There are two cases involving x(0)(= x
(jp)
1 ), u(0), and u(1).

(a) u(0) = x(0), (and then u(1) 6= x(0));
(b) u(0) 6= x(0) .

We consider each of these cases.

Case (a): Suppose u(0) = x(0). As u(0) 6= u(1), x(0) 6= u(1). Then, σ(x(0), u(0)) = 0
so as in an earlier case, there are no other x(jp) so the multigerm is just a germ

at x(j1), with m = ℓ1. Second, as u(1) 6= x(0), then also u(1) 6= x
(j1)
q , for any q.



124 JAMES DAMON AND ELLEN GASPAROVIC

Hence, by the preceding case for multigerms, each factor of djk1 (σ̃(·, u(1)))|Tj1 ,q
at

(x
(j1)
q , u(1), 0) is a submersion onto Jk(n, 1)×R. Hence, jf (σ̃i, σ̃jp)|Tj1,q

is transverse

to the factor (Jk(n, 1) × R) ×W in Jk(n, 2) × R
2.

For the point x(0), u
(0)
j = 0 for all j, while as u(1) 6= x(0), u

(1)
j 6= 0 for some j.

Thus, if j ≤ n then xj − u
(1)
j is a unit, or if j = n+ 1, then f − u

(1)
n+1 is a unit. As

σ̃(·, u(0)) has an A1 singularity at x(0), then in the first factor

K2 + 〈1〉 + m2
x = Cx .

Then, we apply (18.6) and obtain

(18.10) K1 ≡ 〈(xℓ, xℓ − u
(1)
ℓ ), ℓ = 1, . . . , n, (0,−u

(1)
n+1)〉 mod (mk+1

x ⊕ mk+1
x ) .

Hence,
K1 + (Cx ⊕ 0) ≡ C2

x mod (mk+1
x ⊕ mk+1

x ).

Thus, jf (σ̃i, σ̃j1 )|Tj1 1×R
n+1
i

is transverse in a neighborhood of x(0) to W
(jp)
1 0 ×W

(jp)′
1 0 .

This applies for each stratum in W̄ . Thus, by openness of transversality to closed
Whitney stratified sets, jf (σ̃i, σ̃j1)|T×R

n+1
i

is transverse to W in a neighborhood of

z0 for a neighborhood of 0 ∈ T . Thus, the perturbation transversality condition is
satisfied.

Note that if we interchange the roles of u(0) and u(1), then we obtain the same

conclusion for transversality of jf (ρ̃i) at x
(j1)
1 (by using K3 in place of K2).

Case (b): x(0) 6= u(0).
First, we consider when also x(0) 6= u(1). As the partial multijet map has image

at (x, u) in a distinguished submanifoldW , both σ̃(·, u(0)) and σ̃(·, u(1)) have critical
points at x(0). Then, both u(i) lie on the normal line to the boundary at x(0).

We separately consider the multigerms of σi and σjp for x(0) = x(jp). First, for
σjp , we note that because the partial multijet has image of (x, u) in a distinguished

submanifold, any x
(jp)
q ∈ Xi jp is a critical point for σjp (and satisfies σjp(x

(jp)
q ) =

σjp(x
(jp)
1 )). Also, x

(j1)
q is also be a critical point of σi. Thus, both u(0) and u(1) =

u(jp) would lie in the normal line to Xi at x
(jp)
q . However, they already lie in the

normal line to x(0) = x
(jp)
1 . Hence, these normal lines are the same line. Then,

there is a unique point on this line that satisfies σ(x, u(0)) = y(i) = σ(x(0), u(0)) and

σ(x, u(1)) = y(p) = σ(x(0), u(1)). Thus, x
(jp)
q = x

(jp)
1 , a contradiction. Hence, each

x
(jp)
q /∈ Xi jp for 1 < q ≤ ℓp. As σ(x(0), u(0)), σ(x(0), u(1)) 6= 0, then σ(x

(jp)
q , u(1)) 6=

0 for q > 1. This is true for each p.
Using the Monge patch representation at x(0), by the normality condition, both

u
(0)
j , u

(1)
j = 0 for j ≤ n and u

(0)
n+1, u

(1)
n+1 6= 0. Thus, we obtain from (18.6)

(18.11) K1 = mx · {(1, 1)} + Cx · {(f −u
(0)
n+1, f − u

(1)
n+1)} mod (mk+1

x ⊕mk+1
x ) .

Since u
(0)
n+1 6= u

(1)
n+1, then (1, 1) and (−u

(0)
n+1,−u

(1)
n+1) are independent in R

2; hence,
by Nakayama’s Lemma,

C2
x = Cx{(1, 1), (f − u

(0)
n+1, f − u

(1)
n+1)} .

Thus, by (18.11) C2
x is spanned by K1 and a single constant term (1, 0). In addition,

we see that {
∂ρ̃i
∂uℓ |z=z0

: ℓ = 1, . . . , n + 1}, which by (18.7) spans K2, includes the
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constant term (−un+1, 0)mod (mx ⊕ mx) (for the Monge patch). This is true for
each jp. Moreover, as σi : Xi×R

n+1, Si×{u(i)} → R, y(i) is an R+-versal unfolding,

and each x
(jp)
1 is a singular point of σi, it follows that {

∂σ̃i
∂uℓ |z=z0

: ℓ = 1, . . . , n+ 1}

together with (1, . . . , 1) must span ⊕mp=1Cx/mx, the constant terms of the summands

for each x
(jp)
1 .

Thus, the factor maps jf (σ̃i, σ̃jp)|Tjp,1
, p = 1, . . . ,m together with the infini-

tesimal variations of the u(i) and the term (1, . . . , 1) (spanning T∆m
R) span the

tangent spaces of the fibers (Jk(n, 1) × R)2. By the remark at the end of case a),

this continues to apply for any p for which u(jp) = x
(jp)
1 .

Thus, jf (σ̃i, σ̃j1 )|(×pTjp,1)×R
n+1
jp

is transverse to (×pW
(jp)
1 ) × ∆m

R.

We can apply a similar argument for a fixed p and ρ̃i = (σ̃i, σ̃jp) on Sjp =

{x
(jp)
1 , . . . , x

(jp)
ℓp

}. First, by the preceding argument, at x
(jp)
1 the local perturba-

tions from Tjp,1 together with {
∂ρ̃i
∂uℓ |z=z0

: ℓ = 1, . . . , n + 1} and (1, . . . , 1) span

(Jk(n, 2) × R)2. Next for x
(jp)
q with 1 < q ≤ ℓp, W

(jp)
q = Jk(n, 1) ×W

(jp)′
0 q . If

x
(jp)
q 6= x

(jp′ )

q′ for p′ 6= p and any q′, then by the argument for multitransver-

sality djf (σ̃jp)(x
(jp)
q )|(Tjp,q) is surjective onto Jk(n, 2) × R. For each x

(jp)
q with

x
(jp)
q = x

(jp′ )

q′ for some unique p′ 6= p and q′, then

(18.12) W (jp)
q ×W

(jp′ )

q′ = (Jk(n, 1) ×W
(jp) ′
0 q ) × (Jk(n, 1) ×W

(jp′) ′

0 q′ ) .

By the argument given for (σ̃i, σ̃jp) applied to (σ̃jp , σ̃j′p), we see that the corre-

sponding K1 for Tjp,q will span a codimension one subspace of (Jk(n, 1) × R) ×

(Jk(n, 1)×R) corresponding to the second and fourth factors, with (0, 1, 0, 0) span-
ning the complement. Then, again as σjp : Xjp × R

n+1, Sjp × {u(jp)} → R, y(jp) is

an R+-versal unfolding, the infinitesimal variations from u(jp), giving {
∂σ̃jp

∂u
(jp)
ℓ |z=z0

:

ℓ = 1, . . . , n + 1}, together with (1, 1, . . . , 1) spans the sum ⊕
ℓp
q=1Cx/mx, the con-

stant terms of the summands for each x
(jp)
q . Thus, jf (σ̃i, σ̃jp)

|×
ℓp
q=1Tjp,q×R

n+1
jp

is

transverse to (×
ℓp
q=1W

(jp)
q × ∆ℓpR) × (×

x
(j

p′ )

q′

W
(jp′ )

q′ ). where the last product is

over those x
(jp′ )

q′ = x
(jp)
q for some q > 1. Hence, taken together, the surjectivity

for each jp implies that ℓj
k
f (ρ̃i) is transverse to W at (x, u), and hence also on a

neighborhood of (x, u) by the argument above. Thus, the perturbation transver-

sality condition for the partial multijet map for ρ̃i is satisfied when there are no Ẽ7

points.

Lastly, if say x
(j1)
1 is an Ẽ7 point for σi, then by the multitransversality condition

being satisfied for σi, the codimension of the Ẽ7 stratum implies there are no other

singular points in Si, so m = 1. Then, at x
(j1)
1 we first use the above arguments

for σi at x
(j1)
1 and then for σj1 at Sj1 to verify the perturbation transversality

condition. If instead there is a jp such that σjp has an Ẽ7 point at x
(jp)
1 , then

again by codimension conditions for the multigerm σjp at Sjp , there is only one
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point x
(jp)
1 , and just the first step of the above argument guarantees transversality

to W
(jp)
1 , so the perturbation transversality condition is satisfied.

Remark 18.4. This last case implies by the multitransversality results for partial
multijets that the only linking that occurs involving Ẽ7 points either is self-linking
of the form (Ẽ7 : A2

1) or simple linking of the form (A2
1 : Ẽ7, A

2
1).

Perturbation Transversality Conditions for Height-Distance Functions.
We apply similar reasoning to the height-distance function. However, we note

that for n+1 = 7, by dimension reasons, there will generically not be Ẽ7 points for
the height function ν, but there can be for the distance functions σjp . We consider

the case where there are no Ẽ7 points for either when n + 1 ≤ 7, and the special
argument for such points for n+ 1 = 7 follows as above.

Now Xi is replaced by X0, but we still consider an m > 0 with assignment
p 7→ jp ∈ J0 and partition ℓ = (ℓ1, . . . , ℓm). We use the same notation for (x, u)

as above with x = (x(j1), . . . , x(jm)), u = (u(j1), . . . , u(jm)). In addition we consider
v ∈ Sn with (x, u, v) ∈ Z for a compact Z ⊂ XJ0 × (Rn+1)m × Sn. As above we
may reduce to the case where Z is a product of compact subspaces of each factor.

By the multitransversality theorem applied to both ν and σj , there is an open
dense subset U ⊂ Emb (∆,Rn+1) such that for Φ ∈ U and (x, u, v) ∈ Z : i)

ν(·, v) defines a multigerm with critical points at S0 = {x
(j1)
1 , . . . , x

(jm)
1 } where

x
(jp)
1 ∈ X0 jp for each p; and ν :

◦
X0 ×Sn, S0 × {v} → R, t0 is an R+-versal

unfolding; ii) likewise, each σjp(·, u(jp)) defines a multigerm of critical points at

Sjp = {x
(jp)
1 , . . . , x

(jp)
ℓp

} ⊂
◦
Xjp and σjp :

◦
X0 ×R

n+1, Sjp × {u(jp)} → R, y(p) is an

R+-versal unfolding.

First, for a given p, let x
(jp)
1 be denoted by x(0) and u(jp) by u(0), and the

specific v by v(0). As the distance function σ(·, u(0)) and height function ν(·, v(0))
have critical points at x(0), it follows that u(0) is lying in the normal line to the

surface, which for the Monge patch is the yn+1-axis, so u
(0)
j = 0 for j ≤ n. For the

height function, the condition is that v(0) is normal to the surface so that v
(0)
j = 0

for j ≤ n.
We determine the derivative of the fiber jet map for the multigerm of τ̃ (·, u(0), v(0))

at {x
(j1)
1 , . . . , x

(jm)
1 }. For the Monge patch at x(0), v(0) has coordinates v

(0)
j = 0,

for j ≤ n and v
(0)
n+1 = 1. We apply (18.8) for x(0) and obtain for djkf (τ̃ )(x)

|T
(k)
0 j1

,

L1 ≡ Cx{(v
(0)
n+1,−u

(0)
n+1)} ⊕ mx{(0, 1)} mod (mk+1

x ⊕ mk+1
x ) .

This is true for each p. As v
(0)
n+1 = 1, the complement is spanned by the constant

term (0, 1), which by (18.9) is obtained from L2 provided u(0) 6= x(0) so u
(0)
n+1 6= 0.

Since the terms in L2 are generated by the infinitesimal variations {
∂τ̃

∂u
(jp)
ℓ |z=z0

:

ℓ = 1, . . . , n+1}, we also have to determine their contribution to the perturbations

at the x
(jp)
q for all q.

Again there are two cases depending on whether u(0) = or 6= x(0) for each jp.

If u(0) = x(0), then we argue as in Proposition 18.1 so there is only one x
(jp)
1 =

x(0) in Sjp . Also, σjp = σ(·, u(0)) has an A1 point at x(0); and jf (σ̃jp) is transverse
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in a neighborhood of (x(0), u(0)) to W1, the R+-orbit for A1-type singularities.
This gives the term (0, 1) to Wj1 and establishes the perturbation transversality

condition for jf (τ̃ ) at x
(jp)
1 .

In the case u(0) 6= x(0), then u(0) is in the normal line to the boundary at x(0).

By an analogous argument to that given earlier, x
(jp)
q /∈ X0 jp for q > 1. Then, we

compute djf (ν̃, σ̃jp)|×qTjp q
for Sjp = {x

(jp)
1 , . . . , x

(jp)
ℓp

} with σjp(x
(jp)
q ) = σjp(x

(jp)
1 )

for all q. We consider the other points x
(jp)
q , with q > 1.

If x
(jp)
q 6= x

(jp′ )

q′ for any p′ 6= p, then by Proposition 18.1 for σ̃jp , the fiber jet map

ℓqj
k
f (σ̃jp )(x)|Tjp q

is locally a submersion in a neighborhood of (x(0), u(0), v(0), 0) onto

Jk(n, 1)×R, providing the constant term (0, 1). Thus, jkf (ν̃(·, v(0)), σ̃jp)(·, u(0))|Tjp q

is transverse at x(0) to (Jk(n, 1) × R) ×Wjp . As W
(j1)
1 = W

(j1)
1 0 ×W

(j1)′
1 0 is R+-

invariant, (1, 1) ∈ TW
(j1)
1 .

In the case there are x
(jp)
q = x

(jp′ )

q′ for some p′ 6= p, we repeat the argument

given above. Since W
(jp)
q × W

(jp′)

q′ for τ at x
(jp)
q has the same form given in

(18.12), we reduce to the same argument for djf (σ̃i, σ̃jp) using the R+-versality of

σjp at Sjp . Then, jf (τ̃ , σ̃jp)
|×

ℓp
q=1Tjp,q×R

n+1
jp

is transverse to (×
ℓp
q=1W

(jp)
q × ∆ℓpR) ×

(×
x
(j

p′ )

q′

W
(jp′ )

q′ ), where the last product is over those x
(jp′ )

q′ = x
(jp)
q for some q > 1.

Hence, by taking the product of the factor maps, we deduce that ℓj
k
f (τ̃ )(x)|T

is transverse to W . Again this holds for the strata in W̄ so it remains true in
a neighborhood of z0 for t in a neighborhood of 0 ∈ T . We conclude that the
perturbation transversality condition is satisfied.

Concluding the Proofs. It remains to deduce Theorems 13.1 and 13.2. By
Lemma 16.6, Ψσ, Ψρi

, and Ψτ are continuous, and perturbation transversality
conditions are satisfied for each of them for compact subsets Z and distinguished
submanifolds W in the cases : Z ⊂ XJi

× R
n+1 and W ⊂ sJ

k(X∗
i ,R); Z ⊂

X
(ℓ)
Ji

× (Rn+1)(m+1) and W ⊂ ℓE
(k)(XJi

,R2); and Z ⊂ X
(ℓ)
J0

× (Rn+1)(m) × Sn

and W ⊂ ℓE
(k)(XJ0 ,R

2). Then, we directly apply the Hybrid Multi-Transversality

Theorem 16.5 for Y = ∅ to conclude that the subsets W and W̃ in Theorems 13.1
and 13.2 are open and dense. We have already explained how to obtain from these
results the remaining results in the theorems with the exception of establishing the
transversality of sj

k
1 (Φ(h))|ΣQ in Theorem 13.1.

To complete the proof for this claim, we enlarge the family of perturbations.
In addition to the space T of localized polynomial perturbations, we also in-
troduce a finite dimensional manifold of diffeomorphisms of Xi to account for
the stratified set ΣQ in Theorem 13.1. We also choose an open neighborhood
ΣQ ⊂ U ⊂ Xi\sing(Xi). Then, as ΣQ is compact, we can use the isotopy the-
orem to find a finite dimensional manifold T0 and a finite parameterized family
of diffeomorphisms of Xi, {φ(·, t) : Xi × T0 → Xi}, such that φ(·, t0) = id, each

φ(·, t) ≡ id for x /∈ U , and for each x0 ∈ ΣQ, {
∂φ(x0, t)

∂v
: v ∈ Tt0T0} = Tx0Xi.

Then together with T we form T ′′ = T × T0, and map (t, t1) 7→ Φ̃ ◦ (φ(·, t1) × id).
Then, if sj

k
1 (σ̃(Φ′, u0) is transverse to W ⊂ sJ

k(Xi,R) for Φ′ ∈ T ′, then by the
parametrized transversality theorem, for almost all t1 ∈ T0, sj

k
1 (σ̃(Φ′ ◦ φ(·, t1), u0)
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is transverse to W . Thus, we have established the perturbation transversality con-
ditions for both Ψ and Ψ restricted to ΣQ × R

n+1. Then, Theorem 13.1 follows
from Theorem 16.5.
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19. Appendix: List of Frequently Used Notation

Here we give a list of frequently used notation and the section in which it is
introduced.

Symbol Meaning

§2

Ωi compact connected region in R
n+1 that is a smooth mani-

fold with boundaries and corners
Bi boundary of Ωi
R
k
+ {(x1, . . . , xk) ∈ R

k : xi ≥ 0}
Ck R

k
+ × R

n+1−k

Lk {y ∈ R
k+1 :

∑k+1
i=1 yi = 0}

Yk {y ∈ Lk : for some i 6= j, yi = yj ≤ yl, l 6= i, j}
Pk Yk × R

n+1−k

Zn+1 hyperplane xn+1 = 0
Hn+1 half-space xn+1 ≥ 0
Qk Zn+1 ∪ (Hn+1 ∩ Pk)
ΣQi

compact Whitney stratified set in Ωi consisting of smooth
Qk points

ΣQ ∪iΣQi

Ω multi-region configuration consisting of regions {Ωi}mi=1

Ω0 closure of the complement R
n+1 \ ∪mi=1Ωi

∆ model configuration for a multi-region configuration
Emb (∆,Rn+1) space of smooth embeddings giving configurations of type

∆
Φ smooth embedding ∆ → R

n+1

∆i model for Ωi
Xi boundary of ∆i

X ∪iXi

int interior
Cl closure

Ω̃ bounding region containing the configuration Ω

§3

Mi skeletal set that is Whitney stratified
Ui multi-valued radial vector field
ui unit radial vector field
(Mi, Ui) skeletal structure
Mi sing singular strata of Mi

Mi reg smooth strata of Mi

∂Mi singular strata where Mi locally a manifold with boundary

∂M i closure of ∂Mi

M̃i double of Mi

N normal line bundle on a skeletal set
N+ half-line bundle, {c · Ui : c ≥ 0}
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Symbol Meaning

ri ||Ui||, radial function
ℓi linking function
Li linking vector field
{(Mi, Ui, ℓi)} skeletal (or medial) linking structure

Si labeled refinement of stratification of M̃i

Sik stratum of Si
M0 linking axis in the complement
Wij strata of linking axis
M union of all Mi

M̃ union of all M̃i

B union of all Bi
πi canonical projection M̃i →Mi

Mi∞ unlinked portion of M̃i

M∞ union of all Mi∞

Bi∞ region on Bi corresponding to Mi∞

B∞ union of regions on B corresponding to M∞

Ωi∞ region of Ωi corresponding to Mi∞

Ω∞ ∪iΩi∞
λi linking flow from Mi

λ total linking flow on M
λt linking flow for fixed t, λ(·, t)
Bit level set of the linking flow at time t

§4

σ distance-squared function on R
n+1 × R

n+1

ρ σ|(B × int(Ω))
Ak type of singularity (single germ)
Aα multigerm singularity type
(Aα : Aβ1 , · · · ,Aβk

) linking configuration
(Aα : Aβ) linking configuration where Aβ = (Aβ1 , · · · ,Aβk

)

Σ
(α)
Mi

stratum consisting of Aα-type points in Mi

Σ
(α)
Bi

stratum in Bi corresponding to Σ
(α)
Mi

Sn unit sphere in R
n+1

ν height function on R
n+1 × Sn

τ ν|(B × Sn)
Z spherical axis

Σ
(α)
Z stratum consisting of Aα-type points in Z

h height function associated to Z
V multi-valued vector field on Z
(Z, h, V ) spherical structure

Σ
(α:β)
M0

set of points in Ω0 exhibiting generic Blum linking proper-
ties

Σ
(α:β)
Mi

corresponding set in Mi

Σ
(α:β)
Bj

corresponding set in Bj
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Symbol Meaning

§7

Srad radial shape operator
Sv matrix representation of Srad
SE edge shape operator
SEv matrix representation of SE
In−1,1 n× n diagonal matrix with 1’s in first n− 1 diagonal posi-

tions, 0 in last
Tx0Mi tangent space to Mi at x0 /∈ ∂Mi

Tx0∂Mi tangent space to Mi at x0 ∈ ∂M i

ηU compatibility 1-form
κri principal radial curvature on Mi

κEi principal edge curvature on Mi

ψ radial flow
ψt radial flow at time t
U0 radial vector field on M0

u0 unit radial vector field on M0

§9

Mi→j strata of M̃i linked to M̃j

Ωi→j region of Ωi linked to Ωj
Ni→j linking neighborhood of Ωi linked to Ωj
Ni total linking neighborhood of Ωi
Ni∞ region in Ω0 corresponding to Mi∞

Bi→j boundary region of Bi linked to Bj
Ri→j total region for Ωi linked to Ωj
Bi0 portion of Bi not shared with other regions

§10

π canonical projection M̃ →M
g multi-valued function on M
g̃ g ◦ π
dMi skeletal (or medial) Borel measure on M̃i

ψi1 radial map M̃i → Bi
Ri Borel measurable region of Bi
R̃i Borel measurable region of M̃i

Bsing singular points of B

§11

ℓ′i truncated linking function on Mi

L′
i truncated linking vector field on Mi

ci→j closeness measure from Ωi linked to Ωj
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Symbol Meaning

cij multiplicative closeness measure between Ωi and Ωj
caij additive closeness measure between Ωi and Ωj
si positional significance measure
Γ graph
Γb subgraph
Λ tiered linking graph

§12

Xij union of smooth strata of Xi ∩Xj

Xi0 X \ ∪j>0Cl(Xij)
Ji index set, {j 6= i : Xij 6= ∅}
J0 index set, {j > 0 : X0j 6= ∅}
qi cardinality of Ji
◦
Xi set of points in smooth strata of Xi

p 7→ jp assignment function for 1 ≤ p ≤ m and jp ∈ Ji

XJi
union of

◦
Xj sharing strata with Xi

or for assignment function, the disjoint union of Xjp

X∗
i set of smooth points of Xi obtained by removing Pk and

singular Qk points
Y r Y × . . .× Y (r times)
∆rY diagonal in Y r

∆(r)Y generalized diagonal in Y r

Y (r) Y r \ ∆(r)Y
R
n+1
j copy of R

n+1 indexed by j

(Rn+1)(q) complement of ∆(q)
R
n+1

σ distance-squared function on X × R
n+1

σi distance-squared function on X∗
i × R

n+1

ρi multi-distance function on XJi
× (Rn+1)(m+1)

τ height-distance function on XJ0 × (Rn+1)(m+1) × Sn

sJ
k(X,R2) k−multijet space

ℓE
(k)(XJi

,R2) partial ℓ-multi k−jet subspace

ℓj
kf partial multijet map of parametrized family

ℓj
k
1 f ℓj

kf for fixed parameter values

§13

⋔ transverse to submanifold or Whitney stratified set

ℓS submanifolds/stratified sets in jet spaces defining generic
properties of Blum linking structures

W (α) R+−orbit of multigerms of type Aα

W
(α)
0 fiber of orbit

W (α:β) submanifold of ℓE
(k)(XJi

,R2) corresponding to linking
configuration (Aα : Aβ)
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Symbol Meaning

§14

S(i, ℓ) closed stratified sets in ℓS
Piσ set of all embeddings such that sj

k
1σi is transverse to every

element of S(i, ℓ)
Pσ ∩iPiσ
Piρ set of all embeddings such that sj

k
1 ρi is transverse to every

element of S(i, ℓ)
Pρ ∩iPiρ
Pρσ Pρ ∩ Pσ
Piτ set of all embeddings such that sj

k
1 τ is transverse to every

element of S(i, ℓ)
Pτ ∩iPiτ
P Pρσ ∩ Pτ

§15

Cx(j) ring of germs of functions at x(j) with maximal ideal mx(j)

Cx(j),u ring of germs of functions at (x(j), u(0)) with maximal ideal
mx(j),u

§17

σ̃ perturbed distance-squared function for σ
σ̃i perturbed distance-squared function for σi
ρ̃i perturbed multi-distance function for ρi
ν̃ perturbed distance-squared function for ν
τ̃ perturbed height-distance function for τ
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